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INTRODUCTION

The MCNP6 code system [1] has benefited from an exten-
sive program of verification and validation [2], especially in
areas such as criticality [3], reactor physics, neutron shielding
[4], and other related applications. However, validation of
the MCNP6 electron-photon transport algorithms has been
more limited [5, 6, 7]. Therefore, it is of interest to extend the
electron transport validation efforts to include a wider range of
experimental benchmarks. An extended validation will demon-
strate the range of validity of the electron transport algorithms
when calculating quantities such as energy deposition, charge
deposition, angular distributions, energy spectra, reflection
and transmission coefficients, and bremsstrahlung.

This paper summarizes a preliminary energy deposition
validation study, where energy deposition results are generated
using MCNP6 and compared to the well-known Lockwood
energy deposition experiment [8]. Specifically, 1-D energy
deposition profiles are calculated for electrons incident on
single- and multi-layer extended media composed of materials
from beryllium to uranium. Electron pencil-beam sources
were simulated with energies up to 1-MeV and angles of
incidence up to 60 degrees off-normal.

Two input parameters impacting the accuracy and effi-
ciency of the default electron transport algorithm, a class I
condensed history (CH) algorithm [9], are studied. These
include the number of substeps per energy step and the energy-
straggling logic. Several comparisons are performed among
these options.

In the following sections, the key features of the MCNP6
electron transport algorithms are summarized. The Lockwood
energy deposition experiment is briefly described and details
from the experiment pertinent to generating the necessary
MCNP6 input files are noted. Characteristics of the simulation
including the geometry and materials, physics parameters,
source configuration, and so forth are noted. Finally, validation
results are presented with concluding remarks on the status of
the validation and anticipated future work.

MCNP6 ELECTRON TRANSPORT: KEY FEATURES

The electron physics in MCNP6 is similar to that of the
Integrated TIGER Series (ITS) [10] as described by Hughes
[11]. MCNP6 transports electrons by using what is referred
to as the class I CH algorithm [9]. This algorithm moves
particles a fixed distance to collision that is determined such
that the electron transport is computationally tractable, and
the underlying multiple-scattering and energy-loss straggling
distributions remain valid. The details of how the steps are
determined are found in Hughes’ description of the algorithm
[11]; however, key features of the algorithm necessary to
understand the results are elucidated further below.

There are two length scales or pathlengths important to
the class I CH algorithm. First, the larger of the two, the
energy step, is the pathlength necessary to sample energy-
loss straggling in earlier versions of the code and it remains
the pathlength associated with the tabulation of the transport
data (i.e. stopping powers, multiple-scattering and energy-loss
straggling distribution parameters, etc.). A step is the distance
required for an election to lose about 8% of its energy in the
continuous slowing down approximation (CSDA). A step is
sufficiently long that the applicable multiple-scattering theory
can be inaccurate if applied at the end of a full step. Therefore,
the second of the two length scales or pathlengths results from
dividing the step into several angular substeps. In turn, the
angular distributions are evaluated at the pathlength associated
with the substep. This allows an electron to be deflected
along the step at the end of each substep. The number of
substeps-per-step was determined empirically for each element
to optimize accuracy and efficiency, and is a default setting
in MCNP6. However, there are problems that may require a
user to override the default number of substeps to improve
accuracy (see ESTEP parameter [12]).

While the substep distance is still determined by dividing
the pathlength associated with a step into substeps, in MCNP6,
energy-loss straggling is no longer evaluated at the end of a
step. That is, an improvement to the energy-loss straggling
logic [13] allows for energy-loss straggling to be sampled on-
the-fly for any energy or pathlength and is the current default
in MCNP6 (input option DBCN(18)=2). Improvements in the
straggling logic were motivated by artifacts in energy spectra
that were apparent in geometries with small regions. The pre-
vious form of the straggling logic responsible for the artifacts
is referred to as "bin-centered" treatment. "Bin-centered" treat-
ment was the default in previous versions of MCNP and relied
on equal apportioning of step-based straggled energy loss over
the substeps. This option is selected by setting DBCN(18)=0.
In addition, an ITS-like straggling logic was added to MCNP
(input option DBCN(18)=1). Like the bin-centered treatment,
the ITS-like straggling logic relies on apportioning of step-
based energy loss over substeps, but the interpolation scheme
is formulated differently using a "nearest-group-boundary"
treatment.

In addition to the CH algorithm, a MCNP6 single-event
algorithm for transporting electrons is currently available [14].
This algorithm relies on the analog DCSs characterizing elec-
tron physics (i.e. elastic scattering, inelastic scattering, exci-
tation, bremsstrahlung, and so on), rather than the multiple-
scattering and energy-loss straggling distributions utilized by
the CH algorithm. The algorithm is fundamentally different
in the sense that particles travel distances to collision based
on exponentially distributed collision sites. Aside from using
the true transport data (i.e. the analog DCS), the single-event
method does not require a special boundary crossing algorithm



as a result of utilizing the correct transport mechanics. Vali-
dation results for the single-event algorithm are not included,
but will reported in subsequent reports.

The impact of both the number of substeps-per-step and
the straggling logic on electron energy deposition is demon-
strated below. First, additional details regarding the Lockwood
experiment and the simulation characteristics are provided.

THE LOCKWOOD EXPERIMENT

The Lockwood energy deposition experiments [8] were
motivated by the presence of ambiguities in traditional meth-
ods during the early 1970s. In particular, much of the pub-
lished data reported some response profile other than energy
deposition or the data was normalized to agree with other avail-
able results; many results were obtained in infinite rather than
semi-infinite media to simplify experimental considerations;
very little data existed for source energies less than 1.0-MeV
in semi-infinite slabs; and spatial resolution in experiments for
semi-infinite geometries were poor near the surface.

To improve upon previous experimental measurements,
Lockwood et al. employed a thin-foil calorimetric technique
that did not require any stopping power corrections and elim-
inated the need for a window (both required by gas-filled
ionization chambers) because the device could be placed in
vacuo. While the new approach devised by Lockwood et al.
was a great improvement, the data is still subject to experimen-
tal uncertainties (ranging from 1% to 3% [8]) and, in some
cases, unclear in how one should interpret the results such
that the experiment can be reproduced for the purposes of a
validation.

Lockwood et al. measured energy deposited in a thin
foil calorimeter, where spatial dependence was introduced
by placing additional foils between the accelerator and the
calorimeter foil. The spatial location of energy deposited was
reported at the thickness of the front foils plus one-half of
the thickness of the calorimeter. However, in some cases one
finds that there is material overlap given the dimensions of
the calorimeter foil and the reported spatial locations from the
measurements. The foils were large enough radially to assume
that dimensions orthogonal to the beam were infinite. In some
cases, thin aluminum foils were placed on either side of the
calorimeter to reduce thermal coupling effects, but results are
assumed to be insensitive to these thin Al foils. The electron
source is a collimated accelerator beam. The beam energy is
reported as known to approximately 0.1% and uncertainty in
the angle of incidence is reported as less than 0.5%. However,
the beam width and angular spread is not reported (a beam
diameter of 0.02 mm is provided in an previous report [15]).
That said, the version of ITS used to generate the theoretical
energy deposition profiles in Lockwood et al. was the TIGER
code, the 1-D version of ITS, leading one to believe that the
experimental source configuration was intended to be a pencil
beam effectively.

SIMULATION CHARACTERISTICS

Given a brief description of the experiment, the simula-
tions reported herein are now described. It is assumed that

the geometry consists of a 1-D, semi-infinite slab with one
or multiple layers of materials. Therefore, only reflected par-
ticles can leave the system. The geometry is constructed by
placing several cells adjacent to one another along the axis of
orientation of the beam. In this work, the cell width is prob-
lem dependent and reported in TABLE II for the single-layer
problems. That is, in the beryllium simulations, the cell width
was chosen to be the same width as the Be calorimeter foil
(2.6×10−3 cm) and is independent of energy. However, in the
tantalum simulations, the cell width is reduced as a function
of energy.

TABLE I: Simulation Characteristics for Single-Layer Valida-
tion Study.

Material Particle Energy (MeV) Cell Width (cm)

Be
0.3

2.6×10−30.5
1.0

Ta
0.3 1.3×10−4

0.5 2.5×10−4

1.0 6.3×10−4

In the multi-layer simulations, the cell width in the first
two regions is chosen to be consistent with the theoretical
results from Lockwood et al. Along with the cell thickness,
information about the step size and the substeps per cell are
included in TABLE II. These cells (single- or multi-layer) are

TABLE II: Simulation Characteristics for Multi-Layer Valida-
tion Study

Problem Material Cell Thickness (cm)

Be-Au-Be
1-MeV

Be 6.1×10−3

Au 7.3×10−4

Al-Au-Al
1-MeV

Al 1.7×10−3

Au 7.3×10−4

used as tally cells (the *F8 tally was used).
It is assumed that effects resulting from differences be-

tween a true pencil beam source and the experimental source
are negligible with respect to the energy deposition profile.
Therefore, the electron source is assumed to be a mono-
energetic, mono-directional, point source located at the left
face of the slab. In each simulation, 106 electron histories were
followed until they reached the default lower-energy limit (1-
keV) or left the system. The default lower energy limit (1-keV)
for photons was also used.

As noted above, two major input parameters were studied.
The first parameter was the number of substeps per energy
step. The default value is tested and modified in some cases
to demonstrate the impact of increasing the default number of
substeps. To do so, each material modified must contain the
ESTEP parameter:

m1 4000.12p 1 elib 03e estep=4

The second parameter studied was the impact of the energy



straggling logic discussed above. The energy straggling logic
is modified by including the following line in the data card:

dbcn 17j N

where N is zero, one, or two, for the different options.

RESULTS

The following results include a sampling of the experi-
mental validation of the MCNP6 electron transport algorithms
for energy deposition in extended media. Both single- and
multi-layer simulation results are presented for electrons with
energies ranging from 0.3- to 1-MeV with normal and off-
normal incidence on high- and low-Z materials . In all cases,
the impact of substeps-per-step and, in turn, substeps per tally
cell are demonstrated along with the impact of the straggling
logic.

Single-layer problems

In this section, single-layer problems are presented for
electrons from 0.3- to 1-MeV normally incident on beryllium
and tantalum. In addition, an off-normal result is presented for
0.5- and 1-MeV electrons on tantalum.

Energy deposition profiles in beryllium are presented in
Figs. 1 and 2. Figure 1 shows the impact of the straggling
logic for electrons with various energies and the default sub-
step setting. In beryllium, the energy deposition profile is
somewhat insensitive to differences in the straggling logic
with more distinguishable differences at lower energies. In
general, the default straggling logic and the "bin-centered"
logic tend to give better agreement than the ITS-like logic.
In Fig. 2, it is shown that increasing the number of substeps
does not significantly impact the calculated energy deposition
for 1-MeV electrons on beryllium (here the default straggling
logic is used). The same is true in beryllium for all energies
and straggling logic tested.

Energy deposition profiles in tantalum are presented in
Figs. 3–5. Figure 3 shows the impact of the straggling logic
for electrons with various energies and the default substep set-
ting. In tantalum, the "bin-centered" treatment (DBCN(18)=0)
appears to be the most accurate for each source energy tested.
At 1-MeV, subtle differences in the energy deposition profiles
near the maximum can be seen for the different straggling
logic options. In general, the 1-MeV results are in good agree-
ment with experiment. At lower energies, the impact of the
straggling logic on the energy deposition profile is more sig-
nificant and the calculated energy deposition near the peak
is noticeably high. This is mostly remedied by overriding
the default substep settings. As seen in Fig. 4, increasing the
number of substeps by a factor of two improves the calculated
peak energy deposition. However, improvements resulting
from increasing the number of substeps beyond a factor of two
appear to be negligible.

Similar behavior for the off-normal results is seen in
Fig. 5, where the 1-MeV results are in better agreement than at
lower energies and the calculated results tend to overestimate
the experimental energy deposition. Once again, increasing
the number of substeps by a factor of two improves agreement
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Fig. 1: Energy deposition from 0.3- to 1-MeV electrons on a 1-
D, Be single-layer slab. Energy deposition profiles were gener-
ated using the default number of substeps with DBCN(18)=0,
DBCN(18)=1, and DBCN(18)=2.
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Fig. 2: Energy deposition from 0.3-MeV electrons on a 1-
D, Be single-layer slab. The energy deposition profiles were
generated using the default number of substeps (default is 2)
and 16 times the default, and DBCN(18)=2..

with experiment. This is seen clearly in Fig. 5, where the en-
ergy deposition was calculated using the "bin-centered" logic
and the number of substeps was increased from 12 to 24.

Multilayer-layer problems

In this section, multi-layer problems are presented for 1-
MeV electrons normally incident on Be-Au-Be and Al-Au-Al
targets.

In Figs. 6 and 7, the impact of the various energy-
straggling logic options is presented. As seen in Fig. 6, the
energy deposition is overestimated in the Be regions regard-
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Fig. 3: Energy deposition from 0.3- to 1-MeV electrons on a 1-
D, Ta single-layer slab. Energy deposition profiles were gener-
ated using the default number of substeps with DBCN(18)=0,
DBCN(18)=1, and DBCN(18)=2.
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Fig. 4: Energy deposition from 0.3-MeV electrons on a 1-
D, Ta single-layer slab. The energy deposition profiles were
generated using an increasing number of substeps (default is
12) and using the straggling logic of DBCN(18)=0.

less of the energy-straggling logic option, while the default
logic and the ITS-like logic are in good agreement in the gold
region. In Fig. 7, better agreement is seen throughout the three
regions for all energy-straggling logic options.

Although the impact of the number of substeps-per-step
is not included, in both multi-layer configurations the energy
deposition profile is mostly insensitive to increasing the num-
ber of substeps. This implies that the disagreement is likely a
result of the boundary crossing algorithm required when en-
countering a material interface (particularly in the Be-Au-Be
configuration).
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Fig. 5: Energy deposition from 0.5- and 1-MeV electrons 60
degrees off-normally incident on a 1-D, Ta single-layer slab.
Energy deposition profiles were generated using an increasing
number of substeps and DBCN(18)=0.
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Fig. 6: Energy deposition from 1-MeV electrons on a 1-D,
Be-Au-Be multi-layer slab. Energy deposition profiles are gen-
erated using DBCN(18)=0, DBCN(18)=1, and DBCN(18)=2.

CONCLUSIONS

A sampling of a broader MCNP6 electron-photon trans-
port validation suite was presented. The impact of the energy-
straggling logic and the number of substeps-per-step on energy
deposition profiles was demonstrated. In many of the cases
presented herein, the default settings resulted in energy depo-
sition profiles that were in good agreement with experiment.
There were a few cases where the default settings were insuf-
ficient and the energy-straggling logic and/or the number of
substeps required modification.

The multi-layer problems demonstrated one of the well
known limitations of the CH algorithm. That is, the need for
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Fig. 7: Energy deposition from 1-MeV electrons on a 1-D,
Al-Au-Al multi-layer slab. Energy deposition profiles are gen-
erated using DBCN(18)=0, DBCN(18)=1, and DBCN(18)=2.

a boundary crossing algorithm at material interfaces, which
is an additional approximation beyond those already incurred
when utilizing multiple-scattering and energy-loss straggling
distributions.

It is of interest to develop guidance or best practices when
using MCNP6 to calculate electron energy deposition. How-
ever, further testing must be completed to identify the optimal
energy-straggling logic and "rules-of-thumb" for the minimal
number of substeps-per-step, or substeps per tally cell.
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