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#### Abstract

Lee, et. al.[4] [5] have demonstrated the feasibility of applying a Coarse Mesh Finite Difference (CMFD) acceleration technique to accelerate fission source distribution (FSD) convergence in monte carlo criticality calculations. Most of these implementations have been done in 1- and 2-D with multigroup monte carlo. In this work, a CMFD solver has been implemented in MCNP to facilitate FSD acceleration in 3-D with continuous-energy cross sections for more general applications. Some promising results have been obtained for full-core reactor simulations in which pure finite difference techniques have been able to accelerate FSD convergence. CMFD results have proved less robust and require further investigation.
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## 1 Introduction

A new module, cmfd_mod is added to the MCNP5 source code to provide coarse mesh finite difference (CMFD) functionality for $k$-eigenvalue calculations. CMFD can be used to accelerate the convergence of the fission source distribution in critical systems with high dominance ratios, such as certain large reactors or larger systems like spent fuel pools.

The CMFD solver uses the data from several mesh tallies to generate 2-group cross sections of interest (see section 2) and uses these cross sections to solve a set of linear equations to converge the fission source deterministically on a coarse mesh. If the fission source distribution is significantly more accurate than the current state of the Monte Carlo-determined fission source, acceleration of the fission source convergence can be achieved.

## 2 CMFD Theory

The CMFD implementation in MCNP operates by inserting an extra step in between the KCODE cycles that performs the following tasks:

1. Compute multigroup cross sections within each mesh region,
2. initialize the CMFD equations,
3. solve the system iteratively, and
4. resample the fission source bank using CMFD results.

How each of these tasks are performed will be described from a theoretical standpoint below.

### 2.1 Multigroup Cross Sections

While in most cases, MCNP operates on continuous-energy cross-section data, the CMFD equations are multigroup and therefore require multigroup cross sections. More specifically, while the solution routines have been generalized for an arbitrary number of energy groups, a two-group formulation is presently employed. Two-group cross sections are much simpler to implement, since the scattering matrix only contains an entry for $\Sigma_{s 12}$, which in the absence of upscattering can be calculated using a balance equation with already available data. Obtaining a full multigroup scattering matrix would require additional modifications to the MCNP code to tally each inter-group scattering event. A simple balance equation for group 2 neutrons is instead used to solve for $\Sigma_{s 12}$ directly,

$$
\begin{equation*}
\Sigma_{s 12} \phi_{1}=\Sigma_{a 2} \phi_{2}+J_{n e t, 2}^{+}-J_{n e t, 2}^{-} \tag{1}
\end{equation*}
$$

where $\Sigma_{a 2}$ is the absorption cross section in the thermal group; $\phi_{1}$ and $\phi_{2}$ are the fast and thermal fluxes, respectively; $J_{\text {net }, 2}^{+}$is the net outgoing thermal current from a control volume; and $J_{n e t, 2}^{-}$is the net incoming thermal current.

The other cross sections of interest in the CMFD equations are the removal cross section, $\Sigma_{r}$, the fission production cross section $\nu \Sigma_{f}$, and the diffusion coefficient, $D$. In this analysis the diffusion coefficient is approximated by assuming isotropic scatter, giving the definition

$$
\begin{equation*}
D=\frac{1}{3 \Sigma_{t}} \tag{2}
\end{equation*}
$$

In the two-group case it is assumed that all fission neutrons are born into group 1, and therefore a $\chi$ distribution is not needed.

Cross section values are determined within each mesh region of the CMFD problem domain using FMESH tallies and corresponding tally multipliers for the reactions of interest (total, $\nu \Sigma_{f}$, absorption). The associated tally scores are accessed directly from the corresponding fm array internal to MCNP. Since these tally


Figure 1: Box scheme in 1 [3]
scores have not been normalized by volume or source particle weight at the time of cross section calculation, the quantity contained in the score is

$$
\begin{equation*}
\text { tally }=\int_{V} \phi \Sigma d V \tag{3}
\end{equation*}
$$

where $\Sigma$ is a cross section of interest and $\phi$ is the scalar flux within region $V$.
It is possible to calculate a cross section of interest as a ratio of the un-normalized tally scores for an FM multiplied reaction rate tally and an un-multiplied flux tally,

$$
\begin{equation*}
\Sigma=\frac{\text { reaction tally }}{\text { flux tally }} \tag{4}
\end{equation*}
$$

The removal cross section in the context of the CMFD equations is defined as $\Sigma_{t}-\Sigma_{s g g}$. Since MCNP does not collect scattering matrix data, an alternate formulation is used which considers absorption and out-scattering as

$$
\begin{align*}
& \Sigma_{r 1}=\Sigma_{a 1}+\Sigma_{s 12}  \tag{5}\\
& \Sigma_{r 2}=\Sigma_{a 2} \tag{6}
\end{align*}
$$

### 2.2 CMFD Formulation

CMFD is a method derived from standard finite difference diffusion theory, which uses neutron currents obtained from a higher-order solution to improve the fidelity of the finite difference (FDM) solution. In standard FDM, Fick's Law is used to determine the current between two elements in the problem domain. Figure 1 depicts a one-dimensional representation of the box scheme used below.

Current at the interface between the $i$ th and $i+1$ th can be expressed using Fick's Law from the left and right sides as

$$
\begin{align*}
& J_{s, l}=\frac{-D_{i}\left(\phi_{s}-\phi_{i}\right)}{h_{i} / 2}, \text { and }  \tag{7}\\
& J_{s, r}=\frac{-D_{i+1}\left(\phi_{i+1}-\phi_{s}\right)}{h_{i+1} / 2} \tag{8}
\end{align*}
$$

By imposing equality between the surface currents as determined from the right and left sides, the expression

$$
\begin{equation*}
\frac{-D_{i}\left(\phi_{s}-\phi_{i}\right)}{h_{i} / 2}=\frac{-D_{i+1}\left(\phi_{i+1}-\phi_{s}\right)}{h_{i+1} / 2} \tag{9}
\end{equation*}
$$

is obtained. Solving for $\phi_{s}$ [3] yields

$$
\begin{equation*}
\phi_{s}=\frac{\frac{D_{i}}{h_{i}} \phi_{i}+\frac{D_{i+1}}{h_{i+1}} \phi_{i+1}}{\frac{D_{i}}{h_{i}}+\frac{D_{i+1}}{h_{i+1}}} . \tag{10}
\end{equation*}
$$

Defining a new term, relative diffusivity $\beta$ as

$$
\begin{equation*}
\beta_{i}=\frac{D_{i}}{h_{i}}, \tag{11}
\end{equation*}
$$

and rearranging the expression for $J_{i}$ gives the result

$$
\begin{equation*}
J_{i}=-\frac{2 \beta_{i} \beta_{i+1}}{\beta_{i}+\beta_{i+1}}\left(\phi_{i+1}-\phi_{i}\right) . \tag{12}
\end{equation*}
$$

Finally a coupling coefficient, $\tilde{D}_{i}$ is defined as

$$
\begin{equation*}
\tilde{D}_{i}=\frac{2 \beta_{i} \beta_{i+1}}{\beta_{i}+\beta_{i+1}} \tag{13}
\end{equation*}
$$

which is a quantity that relates the surface current, $J_{i}$ to the flux difference between the $i$ - and $i-1$ th mesh regions. With the above definitions in place, it is straightforward to develop a neutron balance equation in one dimension is developed by considering loss and source terms. In the multigroup case, the balance equation for a mesh region with neighbors to the left and right are expressed as

$$
\begin{equation*}
h_{i} \Sigma_{r, g}^{i} \phi_{g}^{i}-\tilde{D}_{g}^{i}\left(\phi_{g}^{i+1}-\phi_{g}^{i}\right)=F_{g}^{i}+S_{g}^{i}-\tilde{D}_{g}^{i}\left(\phi_{g}^{i}-\phi_{g}^{i-1}\right), \tag{14}
\end{equation*}
$$

where $S_{g}^{i}$ and $F_{g}^{i}$ are the total scattering and fission sources for the $i$ th region within group $g$, respectively:

$$
\begin{align*}
& S_{g}^{i}=V_{i} \sum_{g^{\prime} \neq g} \Sigma_{s g^{\prime} g}^{i} \phi_{g^{\prime}}^{i}  \tag{15}\\
& F_{g}^{i}=V_{i} \frac{\chi_{g}^{i}}{k} \sum_{g^{\prime} \in G} \nu \Sigma_{f g^{\prime}}^{i} \phi_{g^{\prime}}^{i} . \tag{16}
\end{align*}
$$

In the one-dimensional case, the mesh volumes, $V_{i}$ are treated as mesh widths, $h_{i}$.

### 2.2.1 CMFD Correction

The concept of CMFD is introduced into the standard FDM equations. CMFD operates by introducing an extra term, $\hat{D}$ to the current equation to produce

$$
\begin{equation*}
J_{i}=-\tilde{D}_{i}\left(\phi_{i+1}-\phi_{i}\right)+\hat{D}_{i}\left(\phi_{i}+\phi_{i+1}\right) \tag{17}
\end{equation*}
$$

The value of $\hat{D}$ is obtained from a higher-order solution. Rewriting Eq. (14) with the inclusion of the $\hat{D}$ correction, and performing some rearrangement yields

$$
\begin{equation*}
\phi_{g}^{i-1}\left(-\tilde{D}_{g}^{i-1}-\hat{D}_{g}^{i-1}\right)+\phi_{g}^{i}\left(h_{i} \Sigma_{r, g}^{i}+\tilde{D}_{g}^{i-1}+\tilde{D}_{g}^{i}+\hat{D}_{g}^{i}-\hat{D}_{g}^{i-1}\right)+\phi_{g}^{i+1}\left(-\tilde{D}_{g}^{i}+\hat{D}_{g}^{i}\right)=S_{g}^{i}+F_{g}^{i} \tag{18}
\end{equation*}
$$

The above equation is arranged so that all terms corresponding to each flux value are collected. This formulation is more similar to the matrix representation of the system, which is presented elsewhere in this document.

### 2.2.2 Extension to 3D

For use in real-world applications, it is necessary to extend equation (18) to three dimensions. Fortunately, this is quite simple, since all that is needed is the addition of extra coupling coefficients to account from mesh interfaces in the $y$ and $z$ directions. From here on, different notation is used to reference neighboring nodes in each direction; each neighbor will be referenced as north/south ( $y$ direction), east/west ( $x$ direction), and up/down ( $z$ direction). For neutron current conventions, the positive direction is considered to be west $\rightarrow$ east, north $\rightarrow$ south, and top $\rightarrow$ bottom. The subscripts $n, s, e, w, u$, and $d$ are used to denote these directions. Incorporating all three dimensions results in the balance equation

$$
\begin{align*}
& \phi_{g}^{w} A_{x}\left(-\tilde{D}_{g}^{w}-\hat{D}_{g}^{w}\right)+\phi_{g}^{e} A_{x}\left(-\tilde{D}_{g}^{e}+\hat{D}_{g}^{e}\right)+\phi_{g}^{i} A_{x}\left(\tilde{D}_{g}^{w}+\tilde{D}_{g}^{e}+\hat{D}_{g}^{e}-\hat{D}_{g}^{w}\right)+ \\
& \phi_{g}^{n} A_{y}\left(-\tilde{D}_{g}^{n}-\hat{D}_{g}^{n}\right)+\phi_{g}^{s} A_{y}\left(-\tilde{D}_{g}^{s}+\hat{D}_{g}^{s}\right)+\phi_{g}^{i} A_{y}\left(\tilde{D}_{g}^{n}+\tilde{D}_{g}^{s}+\hat{D}_{g}^{s}-\hat{D}_{g}^{n}\right)+ \\
& \phi_{g}^{u} A_{z}\left(-\tilde{D}_{g}^{u}-\hat{D}_{g}^{u}\right)+\phi_{g}^{d} A_{z}\left(-\tilde{D}_{g}^{d}+\hat{D}_{g}^{d}\right)+\phi_{g}^{i} A_{z}\left(\tilde{D}_{g}^{u}+\tilde{D}_{g}^{d}+\hat{D}_{g}^{d}-\hat{D}_{g}^{u}\right)+ \\
& V_{i} \phi_{g}^{i} \Sigma_{r, g}^{i}=S_{g}^{i}+F_{g}^{i}, \tag{19}
\end{align*}
$$

where $A_{x}, A_{y}$ and $A_{z}$ are the cross sectional areas of the mesh elements perpendicular to the $x, y$ and $z$-axes, respectively.

Equation (19) is solved iteratively in a large coupled system of equations by the cmfd_solve routine.

### 2.2.3 Boundary Conditions

The boundary of the spatial domain is handled using an albedo boundary condition. In this formulation the albedo, $\alpha$ is defined as

$$
\begin{equation*}
\alpha=\frac{-J_{s}}{\phi_{s}}, \tag{20}
\end{equation*}
$$

where $J_{s}$ is the incoming current at a boundary surface and $\phi_{s}$ is the flux on the boundary surface. By employing Fick's Law to represent the $J_{s}$ in terms of the the flux in the mesh region containing the boundary surface, the following expression is obtained:

$$
\begin{equation*}
J_{s}=-\alpha_{s} \phi_{s}=-D_{i} \frac{\phi_{i}-\phi_{s}}{\frac{h_{i}}{2}} \tag{21}
\end{equation*}
$$

where $D_{i}, \phi_{i}$ and $h_{i}$ are the diffusion coefficient, flux and width of the boundary mesh region, respectively. Solving for $\phi_{s}$ yields

$$
\begin{equation*}
\phi_{s}=\phi_{i}\left(\frac{\frac{2 D_{i}}{h_{i}}}{\frac{2 D_{i}}{h_{1}}+\alpha_{s}}\right) . \tag{22}
\end{equation*}
$$

Dividing the numerator and denominator by two allows the use of our definition $\beta_{i} \equiv \frac{D_{i}}{h_{i}}$ to assume a more familiar form. Defining a boundary diffusivity, $\beta_{s}=\frac{\alpha_{s}}{2}$ results in

$$
\begin{equation*}
\phi_{s}=\phi_{i}\left(\frac{\frac{D_{i}}{h_{i}}}{\frac{D_{i}}{h_{i}}+\frac{\alpha_{s}}{2}}\right)=\phi_{i}\left(\frac{\beta_{i}}{\beta_{i}+\beta_{s}}\right) . \tag{23}
\end{equation*}
$$

Inserting the above expression for $\phi_{s}$ into Eq. (21) produces

$$
\begin{equation*}
J_{s}=-\alpha_{s} \frac{\beta_{i}}{\beta_{i}+\beta_{s}} \phi_{i}=\frac{2 \beta_{s} \beta_{i}}{\beta_{s}+\beta_{i}} . \tag{24}
\end{equation*}
$$

The above result looks suspiciously like our previous definition of $\tilde{D}$, allowing us to treat boundary surfaces similarly to interior surfaces by calculating $\tilde{D}$ for the boundary using the modified definition for the surface diffusivity, $\beta_{s}$. Once the coupling coefficients, $\tilde{D}_{s}$ have been generated, the only difference in treatment from interior surfaces is that only the flux of the boundary mesh region is used to calculate the current;

$$
\begin{equation*}
J_{s}=\tilde{D}_{s} \phi_{i} \tag{25}
\end{equation*}
$$

## 3 Functionality

### 3.1 Module Installation

Building MCNP5 with CMFD support is relatively simple. Following the steps below and rebuilding MCNP will result in a new MCNP build with the CMFD functionality.

1. Copy the cmfd_mod.F90 module file to the src/ directory.
2. Copy the updated fmesh_mod.F90 module file into the src/ directory.
3. Replace the Depends file with the included version. This adds the cmfd_mod module as a dependency to several other source files.
4. Edit crit1_mod.F90 to include
(a) a USE statement for the CMFD module (USE : : cmfd_mod, ONLY cmfd_test) in the preamble, (b) a call to the cmfd_test subroutine in the location shown in Listing 1.

## Listing 1: Calling cmfd_test

```
    ! reorder fso by history number if threading requires it.
    if( ntasks>1 ) then
        ! fission bank data in fso_src, use fso_bnk for scratch
        call fso_reorder( fso_max_items,fso_max_count, fso_src_count, fso_src, fso_bnk )
    endif
call cmfd_test(1.0)
    ! turn off flag if settling cycles are all done.
    if( kcy==ikz . and. kcheck==0 ) cpk = cts
    call ra_iichck(mcheck)
    if( kcheck>0 . and. kcy-1==lsav . and. mcheck==0 ) cpk = cts
    if( ksdef/=0 ) ksdef = -1
    endif
```


### 3.2 Module Initialization

Every time the CMFD solution routine is called, it checks the value of a logical variable that indicates the initialization status of the module. If the module is uninitialized, the subroutine cmfd_init is called. The purpose of the subroutine is to collect basic information about the MCNP problem that is being run and to allocate memory for all of the internal variably-sized arrays.

The cmfd_init subroutine first sweeps through the fm array (the primary storage location for FMESH tallies), searching for internal IDs of the FMESH tallies that are needed for cross section generation and partial currents. Once all of the FMESH tallies have been located, the geometric characteristics of the meshes are inspected to determine the geometry of the CMFD problem domain. The number of mesh elements in each direction as well as the size of each mesh region along each axis is determined from the mesh used to determine partial currents. MCNP assumes that all other meshes are geometrically identical, and there is currently no error checking functionality to verify this.

### 3.3 FMESH Tallies

The correct implementation of FMESH tallies in the MCNP input deck is essential to the proper functionality of the CMFD module. FMESH tallies are needed for

- partial currents,

Table 1: Magic numbers and FM cards for each FMESH tally. Interaction numbers assume continuous energy.

| Interaction | FMESH Number | FM Card[6] |
| :--- | :--- | :--- |
| Partial current | $1^{\text {a }}$ | None |
| Flux | 4 | None |
| Total | 14 | FM -1.0 $0-1$ |
| Absorption | 34 | FM -1.0 $0-2:-6$ |
| Fission | 24 | FM -1.0 $0-6-7$ |

${ }^{\text {a }}$ Any number ending in a 1 will result in a partial current tally.

- un-multiplied neutron flux,
- total interactions,
- absorption interactions, and
- fission-neutron generation $\left(\nu \Sigma_{f}\right)$.

Since the partial current FMESH tally only tallies outward currents for each mesh element, it is necessary to specify the mesh to include a "halo" of inactive elements surrounding the active problem domain in order to properly capture incoming current at the boundary of the problem domain. The CMFD module automatically discards the data in these ghost mesh elements. In order to maintain consistency between the current mesh and the other meshes, this halo should be incorporated into the the other meshes as well. In the end, all FMESH cards should have the exact same geometric specifications.

While this functionality may be changed in the future, the CMFD module's initialization subroutine currently uses several "magic numbers" to locate the necessary mesh tallies. The numbers used for each mesh tally are presented in Table 1.

### 3.4 Updating

Following initialization, the CMFD module has no values for the multigroup cross sections. It is necessary to run the cmfd_update subroutine to obtain values from the mesh tallies and calculate necessary cross sections. The update routine sweeps through each active mesh element interface and stores the value in the associated current mesh tally and normalizes it by the total source particle weight and the area of the interface current. The resultant current value is calculated with

$$
\begin{equation*}
J=F M /\left(A W_{t o t}\right) \tag{26}
\end{equation*}
$$

where $F M$ is the tally score, $A$ is the interface area and $W_{t o t}$ is the total source particle weight.
Another sweep is then performed to calculate cross sections within each region. The raw tally score from each mesh tally is divided by the raw score of the un-multiplied flux tally to produce the cross section for the interaction of interest. Once the tallied cross sections are calculated, the downscattering cross section, $\Sigma_{s 12}$ is generated using

$$
\begin{equation*}
\Sigma_{s 12}=\frac{A_{2}+J_{2}^{o u t}-J_{2}^{i n}}{\Phi_{1}} \tag{27}
\end{equation*}
$$

where $A_{2}$ is the un-normalized absorption-multiplied tally score for the thermal group and $\Phi_{1}$ is the unnormalized fast group flux. This formula is adapted from Eq. (1).

The removal cross sections for the fast and thermal group are calculated as described in Eqs. (5) and (6).


Figure 2: Structure of the migration matrix, M. Bold lines indicate non-zero entries, while horizontal and vertical lines are included to show structure.

With all group constants accounted for, the update routine proceeds to calculate the relative diffusivities, $\beta$. Surfaces at the boundary of the mesh are treated differently, using a surface albedo (see section 2.2.3),

$$
\begin{equation*}
\beta_{\text {bound }}=\frac{J_{\text {bound }}^{i n}}{2 \phi} \tag{28}
\end{equation*}
$$

The $\tilde{D}$ and $\hat{D}$ values associated with each mesh interface are then calculated using these $\beta$ values. The expression for $\hat{D}$ is a simple rearrangement of Eq. (17), giving

$$
\begin{equation*}
\hat{D}=\frac{J+\tilde{D}\left(\phi_{R}-\phi_{L}\right)}{\phi_{R}+\phi_{L}} \tag{29}
\end{equation*}
$$

where $\phi_{R}$ and $\phi_{L}$ correspond to the flux in the mesh elements to the right and left (with respect to positive current conventions) of the surface for which $\hat{D}$ is being calculated.

Finally, the update subroutine constructs a migration matrix (discussed more in section 3.5) by calculating each of the terms in Eq. (19) multiplied by each flux. Terms corresponding to neighboring fluxes are stored in the coup array, as they comprise the off-diagonals of the migration matrix. The diagonal of the migration matrix, which contains all terms multiplied by the local mesh region flux, is stored in a separate vector called diag.

### 3.5 CMFD Calculation

Solution of the CMFD equations is carried out by applying the power method to the matrix equation

$$
\begin{equation*}
\mathbf{M} \phi=(\lambda \mathbf{F}+\mathbf{S}) \phi \tag{30}
\end{equation*}
$$

where $\mathbf{M}$ is the migration matrix defined by the left-hand side of Eq. (19), $\mathbf{F}$ and $\mathbf{S}$ are the fission and scattering matrices represented on the right-hand side of Eq. (19). As it is implemented, the solution mechanism of the CMFD module employs a group-major ordering scheme, in which the flux vector and matrices
use energy group as the primary ordering index, and node index as the secondary index. Furthermore, the nodes are indexed using the "natural" ordering scheme, in which the node index, $i$ is determined using

$$
\begin{equation*}
i=x_{\max } y_{\max } z_{i}+x_{\max } y_{i}+x_{i} \tag{31}
\end{equation*}
$$

where $x_{\max }$ and $y_{\max }$ are the number of nodes along the $x$ - and $y$-axes, respectively, and $x_{i}, y_{i}$, and $z_{i}$ are the coordinates of node $i$. With these definitions, the migration matrix has the form of the banded septi-diagonal matrix shown in Fig 2. The main diagonal contains the terms multiplied by the current mesh region flux, and the off-diagonals contain the coupling coefficients between the current mesh region and its neighbors. Gaps in the migration matrix occur at nodes which lie on the boundary of the mesh, since they are not coupled to any neighboring node. Leakage through the boundary of the problem domain is accounted for in the diagonal term of the matrix. In its natural form, this system would be very computationally challenging to solve. To help simplify the problem, the far off-diagonals (north, south, up, and down coupling) are subtracted to the right hand side of the equation and incorporated into the solution routine using a previous iteration flux value. The remaining block tri-diagonal matrix is then solved directly using LU decomposition with forward-backward substitution to compute the flux in the current group along a single strip of mesh regions along the $x$-axis.

The sweep along the $y$ - and $z$-axes which performs this operation on the entire domain is referred to as the inner iteration, which is repeated several times to achieve partial convergence for the current fission and scattering sources that are fixed for the duration of the inner iterations. Following the series of inner iterations, the next energy group is selected and the inner iterations are performed for that group. Once all groups have been operated upon, the fission and scattering sources are updated and the process is repeated. This level of repetition is called the outer iteration, and is repeated until the $k$ and the flux distribution have converged, or a maximum number of outer iterations have been performed. The entire soution routine is depicted in Fig. 3.

### 3.6 Fission Source Redistribution

Following the convergence of the flux distribution from the power method, the solution is used to redistribute the fission source bank that MCNP uses to sample source neutrons in the following cycle. A fission source distribution is first calculated using the multi-group flux distribution using

$$
\begin{equation*}
\psi^{i}=\sum_{g \in G} \nu \Sigma_{f g}^{i} \phi_{g}^{i} \tag{32}
\end{equation*}
$$

where $\psi^{i}$ is the fission source within mesh region $i$. Once the fission source is calculated, the relative strengths are used as sampling weights to bias the selection of the fission neutrons already contained within the fso_bnk array. To perform this weighting the fso_bnk array is swept to determine the source point population within each mesh element. A weighting vector (one entry per entry in fso_bnk) is then generated by taking the ratio of the fission source strength to the source point population of the mesh region,

$$
\begin{equation*}
W^{i}=\frac{\psi^{i}}{N^{i}} \tag{33}
\end{equation*}
$$

where $N^{i}$ is the number of fission source points located in the $i$-th node of the monte carlo-generated fission source bank and $\psi^{i}$ is the fission source strength determined from the CMFD calculation.

Following the generation of the weight vector, the subroutine cmfd_sample is used to perform weighted sampling of the existing fso_bnk array. A single-pass method is used to draw source points from fso_bnk and store them in fso_src based on their weights. The sampling routine uses a random process to sample each point in fso_bnk a number of times consistent with that point's weight. The output of the routine is a list of indexes corresponding to entries in fso_bnk. This list is used to construct fso_src with the new fission source distribution.


Figure 3: Simplified solution routine.


Figure 4: Top view of the boxy Kord Smith Challenge problem.

## 4 Results

### 4.1 Boxy Kord Smith Challenge

An adaptation of the "Kord Smith Challenge" problem [2] was created to test the functionality and effectiveness of the CMFD method. The original benchmark describes a full-core system with a cylindrical reactor vessel, which results in several regions of the solution mesh to lie in void regions, which present difficulties to the CMFD solver. To avoid issues related to these void mesh elements, the problem was modified to have a square-shaped reactor vessel with water filling the extra space. A top view of the modified problem is depicted in Fig. 4.

### 4.1.1 Pure FDM Results

It was found that the $\hat{D}$ term used for CMFD correction is highly sensitive to stochastic noise. To achieve a stable solution with fewer histories, pure FDM (no CMFD correction) was used to obtain the following results. The calculation used 400,000 particles per cycle, and 10 cycles before performing the FDM calculation.

Values of the Shannon entropy of the fission source distribution at each cycle are plotted in Fig. 5 for both the FDM-accelerated case and the natural case, in which no acceleration technique is used. At cycle 10, the adjustment of the fission source results in a distribution that it much closer to the converged FSD. There is an undershot of the converged source entropy from which the fission source must recover, however source convergence is accelerated significantly nonetheless. The FDM case appears to have converged after about 50 cycles, while the natural case requires upwards of 100 cycles to converge.

Figure 6 depicts the thermal flux distribution on a plane normal to the $z$-axis in the middle of the core before and after FDM correction. By the 10th cycle, the flux distribution is still very flat from the initial guess and has yet to develop the center-peaked distribution that is anticipated. Immediately after the FDM correction, the flux distribution assumes this shape.

### 4.1.2 CMFD Results

Analyzing the same problem using the same KCODE settings (400,000 particles per cycle and 10 cycles before CMFD) with the CMFD correction enabled appeared highly sensitive to stochastic noise in the tally data. Figure 7 presents the CMFD solution for thermal flux from six independent runs using different random number seeds. Clearly the solution is highly variant, which implies that the values for $\hat{D}$ are not fully converged. Direct comparison of the $\hat{D}$ values from 10 independent runs showed an average relative


Figure 5: Shannon entropy convergence of the fission source distribution with the FDM solver invoked between the 10th and 11th cycles.


Figure 6: Thermal flux distribution before and after FDM correction for a plane halfway up the $z$-axis.


Figure 7: CMFD solution flux distributions from several independent runs.
standard deviation of 2.0479 . From these results, $\hat{D}$ appears to be much more variant than the most other group constants, which have average relative standard deviations in the range of several percent.

Using many more particles per cycle and accumulating 30 cycles worth of tallies resulted in a much better result, though still obviously incorrect. Figure 8 depicts the fast flux and net leakage from the CMFD solution using 800,000 particles per cycle and 30 cycles of tally data before calculation. While the result is much closer to the right solution than the previous case, there still appear to be inconsistencies. The cross-shaped flux peaking is non-physical and appears to be an artifact of the current tally. Figure 8b shows the net leakage from each mesh element, with positive values representing a loss of neutrons to the element's surroundings and negative values representing a source of neutrons from the element's surroundings. Since the CMFD correction aims to preserve this current scenario, it is not surprising to see flux peaking in elements with abnormally high incoming current.


Figure 8: CMFD solution for fast flux and net leakage.

## 5 Conclusions

Results obtained with the pure FDM methods appear promising for the case that was examined. The FSD produced by the solver was significantly closer to being fully converged than the original distribution, aiding in the rate of convergence. In most cases however, the fission source sampling routine tended to chronically over-concentrate the FSD when building the fission source bank for the next cycle. This behavior results in a sampled FSD that has a notably lower Shannon entropy than the actual solution obtained from the FDM/CMFD solver. This behavior is undesirable, since it impairs the efficiency of the method and prevents the effectiveness of using the method multiple times throughout the inactive cycles.

Implementation of the CMFD correction was found to be very sensitive to stochastic noise, exhibiting much higher variance than other group constants used to solve the FDM system.

Future work should involve further investigation of the sensitivity of the CMFD correction, and analysis of the potential payoff of using the number of particles needed to accurately employ the method. A more broad survey of the types of problems in which the CMFD method is applicable or beneficial would also be helpful. Other methods of sampling the FSD for use as a monte carlo source should also be explored in the hopes of more accurately portraying the deterministic solution with the fission source bank.

In the case of 3 D , continuous-energy monte carlo it is possible that CMFD is simply not an effective method. Instead, investigation of the FDM without CMFD correction could lead to a more promising technique. Without the CMFD correction it would likely be necessary to employ a similarly coarse mesh for obtaining group constants, but a finer mesh for calculating a solution in order to minimize discretization error.
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## A Subroutine and Function Reference

## A. 1 cmfd_init

This subroutine initializes the CMFD module. All work that must be done only once per MCNP run is performed in this subroutine. The following tasks are performed in order:

1. Locate the IDs of the necessary mesh tallies to perform CMFD,
2. analyze the mesh geometry and check for errors,
3. allocate memory for the structures needed during the CMFD analysis.

Since the required memory allocation takes place within cmfd_init, it is important that this subroutine be called prior to calling any other subroutines or functions in the CMFD module. The logical variable, initialized stores the initialization status of the module. Whenever a call to cmfd_update is made a check for logical == .true. is made, and in the event that the module is uninitialized, a call to cmfd_init is made.

## A. 2 cmfd_update

The cmfd_update subroutine is called every time it is desired to incorporate new monte carlo tally data into the estimates for the partial currents or multi-group cross sections. Generally, cmfd_update would be called each time before calling cmfd_solve.

The tally IDs that were located by cmfd_init are used to calculate all of the group constants necessary for bulding the FDM/CMFD system. Partial currents are stored in the $j$ array after being normalized by the source neutron weight, sp_norm and the corresponding mesh surface area.

After storing all partial currents, the other group constants are calculated as per Eq. (4) and flux is stored after normalizing by sp_norm and the mesh volume. Removal cross sections are generated using Eq. (5) and $\Sigma_{s 12}$ is calculated using Eq. (1).
cmfd_update then proceeds to calculate the diffusivities, $\beta$ for each mesh region. In the event of a boundary region, $\beta$ is calculated using the definition of $\beta_{s}$ from section 2.2.3. Coupling coefficients are then generated using these $\beta$ values.

With all $\tilde{D}$ and $\hat{D}$ defined, the migration matrix is constructed from the balance equation (19). The offdiagonals of the migration matrix are stored in the coup (dir, $x, y, z, \operatorname{grp}$ ) array, which stores the coupling terms between the node at $\mathrm{x}, \mathrm{y}, \mathrm{z}$ in the direction dir for energy group grp. Diagonal terms of the migration matrix are stored in the diag ( $\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{grp}$ ) array. To avoid branching statements, entries are calculated for coup along the boundaries of the physical problem domain which should technically be zero. These elements are corrected by an additional sweep along each face of the domain to remove these non-zero entries.

## A. 3 cmfd_solve

After setting up the equations in cmfd_update, the cmfd_solve subroutine performs the power method on the system to achieve convergence. This process is carried out by first taking the LU decomposition of the migration matrix with the four outer-most off-diagonals removed via a call to the cmfd_lu subroutine. Since this process is contained in the cmfd_lu subroutine it is discussed in section A.4. By LU decomposing just
the main diagonal and the two closest off-diagonals, application of the Gauss-Seidel is facilitated, since in effect the outer off-diagonals have been removed to the other side of the equation.

An initial, uniform flux distribution is guess of $k_{e f f}=1$ is assumed and cmfd_solve enters the outer iteration. A sweep is performed across all mesh regions to solve for a fission source which will be fixed during the inner iterations. Each energy group is now treated independently, starting with the higher energy groups and moving down. For each group, a scattering source is accumulated using the flux solution from the energy groups above the group of interest. Upscattering is not treated. This scattering source is now added to the fraction of the fission source emitted in the current group and stored in the $\operatorname{src}(x, y, z)$ array, which is also fixed for the duration of the inner iterations.

Inner iterations are now used to achieve partial convergence given the fixed source provided by the outer iteration. A sweep is performed along the Y and Z directions, and flux is solved along strips in the X direction. Coupling from the north, south, top and bottom, which were previously removed from the migration matrix to facilitate the LU decomposition are added to the right hand side of the system using the flux in these neighboring nodes from the previous inner iteration. This process is repeated for the number of iterations defined by IDUM(2).

Once the inner iterations have been performed for each energy group, the eigenvalue, $k_{e f f}$ is calculated as

$$
\begin{equation*}
k_{e f f}=\frac{\left\langle\phi^{l}, \phi^{l}\right\rangle}{\left\langle\phi^{l}, \phi^{(l-1)}\right\rangle}, \tag{34}
\end{equation*}
$$

where $\phi^{l}$ is the flux distribution for the $l$-th outer iteration. Estimates of the convergence of $k_{\text {eff }}$ and $\phi$ are calculated using

$$
\begin{gather*}
\Delta k=\left|k^{l}-k^{(l-1)}\right| \text { and }  \tag{35}\\
\Delta \phi=\left|\langle\phi, \phi\rangle^{l}-\langle\phi, \phi\rangle^{(l-1)}\right| . \tag{36}
\end{gather*}
$$

If these error estimates are below the convergence criteria defined in the module parameters, the subroutine returns. Otherwise, the outer iteration is repeated.

## A. 4 cmfd_lu

The cmfd_lu subroutine performs an LU decomposition of the block matrices which describe the west-east-coupled strips of mesh elements along the $x$ axis. The matrix being operated upon is the result of subtracting the four outer diagonals of the matrix depicted in Fig. 2. The remaining matrix contains a series of tridiagonal matrices along the diagonal. Each of these tridiagonal blocks correspond to a strip along the $x$-axis at a particular $(y, z)$ position and are treated independently.

The LU decomposition is carried out using an algorithm specific to tridiagonal matrices [1] for efficiency. The resultant matrices, $\mathbf{L}$ and $\mathbf{U}$ preserve the tridiagonal structure of the original matrix, allowing them to be stored as three vectors which define the lower diagonal of $\mathbf{L}$ and the main and upper diagonals of $\mathbf{U}$. The main diagonal of $\mathbf{L}$ is all ones.

## A. 5 cmfd_bank

Once a fission source distribution has been obtained from the CMFD solution, cmfd_bank adjusts the fission source, fso_src to reflect the CMFD solution. The final fso_src is constructed from source particles which are already stored in the fso_src array. cmfd_bank starts by sweeping through the existing fission bank to determine how many source particles exist in each mesh element. The FSD obtained from the CMFD calculation is then used to build a vector of sampling weights corresponding to each source particle in fso_src, defined by

$$
\begin{equation*}
\mathrm{wgt}=\frac{\psi}{N}, \tag{37}
\end{equation*}
$$

where $\psi$ is the fission source strength in the mesh element of the source particle from the CMFD solution and $N$ is the number of source particles which reside in the mesh element.

Once the weight vector has been constructed, it is passed to cmfd_sample which samples particles from fso_src based on the weights in the weight vector. cmfd_sample returns a list of particle indexes corresponding to entries in the fso_src array. These indexes are then used to build fso_bnk by copying the associated entries from fso_src.

## A. 6 cmfd_test

This subroutine is the main point of access to the CMFD module and its functionality. Typically, cmfd_test is called from outside of the CMFD module (for instance, between KCODE cycles), and contains function and subroutine calls which control the progression of the CMFD calculation.

## B Source Code

## Listing 2: Module Source Code

```
module cmfd_mod
    use mcnp_params, only: dknd,zero,one,two,three,FSO_XXX,FSO_YYY,FSO_ZZZ
    use mcnp_global, only: nps,fpi,kcy,nsrck,ikz,fso_src,fso_src_count,fso_bnk,fso_max_count1,
        idum,ntasks,kct
    use fmesh_mod, only: nmesh,fm
    use varcom, only: kcy
    implicit none
    private
    logical :: initialized = .false.
    character*40 :: ch40,chtemp
    integer,parameter :: &
    & g = 2, & ! number of energy groups to treat
    & mesh_t = 14, & ! mesh id for total interactions
    & mesh_nsf = 24, & ! mesh id for nu-fission
    & mesh_flux = 4, & ! mesh id for scalar flux
    & mesh_abs = 34, & ! mesh id for absorptions
    & mesh_f = 44 ! mesh id for fission
    real(dknd) :: &
    & k_eps = 1.e-5, & ! convergence criteria for keff
    & flux_eps=1.e-4 ! convergence criteria for flux distribution
    integer :: &
    & nx, & ! Number of nodes in the X direction.
    & ny, & ! Number of nodes in the Y direction.
    & nz, & ! Number of nodes in the Z direction.
    & n, & ! Total number of mesh points.
    & mesh_t_id, &
    & mesh_nsf_id, &
    & mesh_flux_id, &
    & mesh_abs_id
    integer,dimension(6) :: j_mesh_id ! mesh IDs for the current tallies
    integer,allocatable :: nghbr(:,:,:,:) ! map of neighboring regions in each direction
    ! Number of nodes in the Z direction
    real(dknd) :: &
    & hx, & ! width of nodes in X direction.
    & hy, & ! width of nodes in Y direction.
```

```
hz, & ! width of nodes in Z direction.
ax, & ! surface area in X direction.
ay, & ! surface area in Y direction.
az, & ! surface area in Z direction.
    v, & ! volume of mesh cells.
alb_xl=1.e30, &
alb_xr=1.e30, &
alb_yl=1.e30, &
alb_yr=1.e30, &
alb_zl=1.e30, &
alb_zr=1.e30, &
keff
real(dknd),dimension(3) :: mesh_orig
real(dknd),allocatable :: &
& flux(:,:,:,:), & ! flux in each node (x,y,z)/group.
flux_old(:,:,:,:), & ! flux from previous iteration.
    flux_old_out(:,:,:,:), &
    d(:,:,:,:), & ! Diffusion coefficient in each node/group.
    nu_sf(:,:,:,:), & ! nu-fission "
    j(:,:,:,:,:), & ! currents in each direction/face/energy. Starts at the zero-th
        face.
    sigt(:,:,:,:), & ! total cross section.
    siga(:,:,:,:), & ! absorption cross section.
    sigscat(:,:,:,:,:), & ! scattering matrix (g',g,x,y,z). Groups come first for cache
        eff.
    sigr(:,:,:,:), & ! Removal cross section.
    d_tilde_x(:,:,:,:), & !
    d_tilde_y(:,:,:,:), &
    d_tilde_z(:,:,:,:), &
    beta_x(:,:,:,:), & ! Relative diffusivity in X direction.
    beta_y(:,:,:,:), & ! Relative diffusivity in Y direction.
    beta_z(:,:,:,:), & ! Relative diffusivity in Z direction.
    diag(:,:,:,:), & ! diagonal vector of the migration matrix
    lu_ud(:,:,:,:), & !
    lu_uu(:,:,:,:), &
    lu_ll(:,:,:,:), &
    psi(:,:,:), &
    psi_old(:,:,:), &
    lu_b(:),
    src(:,:,:),
    chi(:,:,:,:), & & !
    coup_y(:,:,:,:), &
    coup_z(:,:,:,:), &
    d_hat_x(:,:,:,:),
    d_hat_y(:,:,:,:), &
    d_hat_z(:,:,:,:),
    coup(:,:,:,:,:),
    fso_new(:,:,:,:),
    sample_wgt(:), & ! list of weights provided to sampling routine
    flux_avg(:), &
    egrp(:), &
    scat_tal(:,:,:,:,:,:), &
    diag2(:,:,:,:), &
    fsrc_pop(:)
integer,allocatable :: &
& fsrc_pos(:), &
& fsrc_ind(:)
public :: cmfd_test
```

```
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```

contains

```
```

contains

```


```

    ! initialize the cmfd module with problem gemometry, etc.
    ```
    ! initialize the cmfd module with problem gemometry, etc.
    subroutine cmfd_init()
    subroutine cmfd_init()
        integer :: i,x,y,z,k
        integer :: i,x,y,z,k
        open(unit=999,file='junk')
        open(unit=999,file='junk')
        ! locate the IDs of the mesh current tallies.
        ! locate the IDs of the mesh current tallies.
        do i=1,nmesh
        do i=1,nmesh
        k = mod(fm(i)%id,100)
        k = mod(fm(i)%id,100)
        write(*,*)"id: ", fm(i)%id,k
        write(*,*)"id: ", fm(i)%id,k
        ! write(*,*)"fm info:",fm(i)%
        ! write(*,*)"fm info:",fm(i)%
        select case(k)
        select case(k)
            case(11)
            case(11)
                j_mesh_id(1) = i
                j_mesh_id(1) = i
            case(21)
            case(21)
                j_mesh_id(2) = i
                j_mesh_id(2) = i
            case(31)
            case(31)
                j_mesh_id(3) = i
                j_mesh_id(3) = i
            case(41)
            case(41)
                j_mesh_id(4) = i
                j_mesh_id(4) = i
            case(51)
            case(51)
                j_mesh_id(5) = i
                j_mesh_id(5) = i
            case(61)
            case(61)
                j_mesh_id(6) = i
                j_mesh_id(6) = i
        end select
        end select
    end do
    end do
    ! locate the other tallies neccesary for calculating MG cross sections
    ! locate the other tallies neccesary for calculating MG cross sections
    do i=1,nmesh
    do i=1,nmesh
        select case(fm(i)%id)
        select case(fm(i)%id)
            case(mesh_t)
            case(mesh_t)
                    mesh_t_id = i
                    mesh_t_id = i
            case(mesh_nsf)
            case(mesh_nsf)
                    mesh_nsf_id = i
                    mesh_nsf_id = i
            case(mesh_flux)
            case(mesh_flux)
                    mesh_flux_id = i
                    mesh_flux_id = i
            case(mesh_abs)
            case(mesh_abs)
                    mesh_abs_id = i
                    mesh_abs_id = i
            end select
            end select
    end do
    end do
    ! TODO do error checking on the tally specs to make sure they all match
    ! TODO do error checking on the tally specs to make sure they all match
    ! look at the tallies to get the geom info
    ! look at the tallies to get the geom info
    nx = fm(j_mesh_id(1))%nxrb - 3
    nx = fm(j_mesh_id(1))%nxrb - 3
    ny = fm(j_mesh_id(1))%nyzb - 3
    ny = fm(j_mesh_id(1))%nyzb - 3
    nz = fm(j_mesh_id(1))%nztb - 3
    nz = fm(j_mesh_id(1))%nztb - 3
    !Set up geometry
    !Set up geometry
    n = nx*ny*nz
    n = nx*ny*nz
    hx = fm(j_mesh_id(1))%xrbin(2)-fm(j_mesh_id(1)) %xrbin(1)
    hx = fm(j_mesh_id(1))%xrbin(2)-fm(j_mesh_id(1)) %xrbin(1)
    hy = fm(j_mesh_id(1))%yzbin(2)-fm(j_mesh_id(1)) %yzbin(1)
    hy = fm(j_mesh_id(1))%yzbin(2)-fm(j_mesh_id(1)) %yzbin(1)
    hz = fm(j_mesh_id(1))%ztbin(2)-fm(j_mesh_id(1))%ztbin(1)
    hz = fm(j_mesh_id(1))%ztbin(2)-fm(j_mesh_id(1))%ztbin(1)
    ax = hy*hz
    ax = hy*hz
    ay = hx*hz
    ay = hx*hz
    az = hx*hy
    az = hx*hy
    v = hx*hy*hz
    v = hx*hy*hz
    ! find the origin of the ACTIVE region of the mesh
    ! find the origin of the ACTIVE region of the mesh
    mesh_orig(1) = fm(mesh_flux_id)%xrbin(2)
    mesh_orig(1) = fm(mesh_flux_id)%xrbin(2)
    mesh_orig(2) = fm(mesh_flux_id)%yzbin(2)
    mesh_orig(2) = fm(mesh_flux_id)%yzbin(2)
    mesh_orig(3) = fm(mesh_flux_id)%ztbin(2)
```

    mesh_orig(3) = fm(mesh_flux_id)%ztbin(2)
    ```
```

    write(*,*)"fso_src_count:",fso_src_count
    write(*,*)"mesh diemensions"
    write(*,*)"meshes: ", nx,ny,nz
    write(*,*)"mesh widths: ",hx,hy,hz
    write(*,*)"mesh volume: ",v
    write(*,*)"more ids: ",mesh_t_id
    ! allocate memory
    allocate( flux(nx,ny,nz,g) )
    allocate( sigt(nx,ny,nz,g) )
    allocate( d(nx,ny,nz,g) )
    allocate( nu_sf(nx,ny,nz,g) )
    allocate( j(6,0:nx,0:ny,0:nz,g) )
    allocate( siga(nx,ny,nz,g) )
    allocate( sigr(nx,ny,nz,g) )
    allocate( sigscat(g,g,nx,ny,nz) )
    allocate( beta_x (0:(nx+1),ny,nz,g) )
    allocate( beta_y(nx,0:(ny+1),nz,g) )
    allocate( beta_z(nx,ny,0:(nz+1),g) )
    allocate( d_tilde_x(0:nx,ny,nz,g) )
    allocate( d_tilde_y(nx,0:ny,nz,g) )
    allocate( d_tilde_z(nx,ny,0:nz,g) )
    allocate( lu_ll(nx,ny,nz,g) )
    allocate( lu_ud(nx,ny,nz,g) )
    allocate( lu_uu(nx,ny,nz,g) )
    allocate( flux_old(nx,ny,nz,g) )
    allocate( flux_old_out(nx,ny,nz,g) )
    allocate( psi(nx,ny,nz) )
    allocate( psi_old(nx,ny,nz) )
    allocate( lu_b(nx) )
    allocate( lu_y(nx) )
    allocate( src(nx,ny,nz) )
    allocate( chi(nx,ny,nz,g) )
    allocate( diag(nx,ny,nz,g) )
    allocate( coup(6,nx,ny,nz,g) )
    allocate( d_hat_x(0:nx,ny,nz,g) )
    allocate( d_hat_y(nx,0:ny,nz,g) )
    allocate( d_hat_z(nx,ny,0:nz,g) )
    allocate( fsrc_pop(n) )
    allocate( sample_wgt(fso_max_count1) )
    allocate( fsrc_pos(fso_max_count1) )
    allocate( fsrc_ind(fso_max_count1) )
    allocate( flux_avg(g) )
    allocate( egrp(g) )
    allocate( scat_tal(0:ntasks-1,g,g,nx,ny,nz) )
    allocate( diag2(nx,ny,nz,g) )
    ! zero out some stuff that might not get initialized
    sigscat = 0.0
    j = 0.0
    write(*,*)"kct",kct
    write(*,*)"tally ids:"
    write(*,*) j_mesh_id
    ! flag the module as initialized
    initialized = .true.
    call cmfd_update
    end subroutine cmfd_init

```

```

! update material properties for each node

```
```

subroutine cmfd_update
integer :: node,grp,x,y,z,ig,i
integer :: xp,yp,zp
real(dknd) :: sp_norm,tempr1,tempr2,phi_l,phi_r,avg_flux_1,avg_flux_2
real(dknd) :: flux_tal,siga_tal,sigt_tal,nsf_tal
! collect tally data from nodes
call fmesh_msgcon
! tally normalization based on source histories
sp_norm = (kcy-ikz)*nsrck
do grp=1,g
! reverse the group order to follow high->low convention
ig = g-grp+1
! grab the surface currents from the mesh tally. this gets kind of goofy, so
! we will do it one direction at a time.
! X direction
do x=0,nx
do y=1,ny
do z=1,nz
j(1,x,y,z,ig) = fm(j_mesh_id(1))%fmarry(x+1,y+1,z+1,grp,1)/(sp_norm*ax) ! x+
j(2,x,y,z,ig) = fm(j_mesh_id(2))%fmarry(x+2,y+1,z+1,grp,1)/(sp_norm*ax) ! x-
end do ! z
end do ! y
end do ! x
do y=0,ny
do x=1,nx
do z=1,nz
j(3,x,y,z,ig) = fm(j_mesh_id(3))%fmarry(x+1,y+1,z+1,grp,1)/(sp_norm*ay) ! y+
j(4,x,y,z,ig) = fm(j_mesh_id(4))%fmarry(x+1,y+2,z+1,grp,1)/(sp_norm*ay) ! y-
end do ! z
end do ! x
end do ! y
do z=0,nz
do x=1,nx
do y=1,ny
j(5,x,y,z,ig) = fm(j_mesh_id(5))%fmarry(x+1,y+1,z+1,grp,1)/(sp_norm*az) ! z+
j(6,x,y,z,ig) = fm(j_mesh_id(6))%fmarry(x+1,y+1,z+2,grp,1)/(sp_norm*az) ! z-
end do ! y
end do ! x
end do ! z
! calculate cross sections and fetch important data for each node/group
do z=1,nz
do y=1,ny
do x=1,nx
xp = x+1
yp = y+1
zp = z+1
! get the raw tally values for the current region/group
flux_tal = fm(mesh_flux_id)%fmarry(xp,yp,zp,grp,1)
siga_tal = fm(mesh_abs_id)%fmarry(xp,yp,zp,grp,1)
sigt_tal = fm(mesh_t_id)%fmarry(xp,yp,zp,grp,1)
nsf_tal = fm(mesh_nsf_id)%fmarry(xp,yp,zp,grp,1)
flux(x,y,z,ig) = fm(mesh_flux_id)%fmarry(xp,yp,zp,grp,1)/(sp_norm*v) ! Flux
! nu-fission
nu_sf(x,y,z,ig) = nsf_tal/flux_tal
! total macroscopic cross section
sigt(x,y,z,ig) = sigt_tal/flux_tal
! absorption cross section
siga(x,y,z,ig) = siga_tal/flux_tal
! calculate diffusion coefficient
d(x,y,z,ig) = one/(three*sigt(x,y,z,ig))
chi (x,y,z,1) = 1.0
chi(x,y,z,2) = 0.0

```
```

            end do ! x
            end do ! y
    end do ! z
    end do ! group
! sweep back through to calculate scattering (1->2) and removal cross sections
do z=1,nz
do y=1,ny
do }\textrm{x}=1,\textrm{n}
xp = x+1
yp = y+1
zp = z+1
siga_tal = fm(mesh_abs_id)%fmarry(xp,yp,zp,1,1)
flux_tal = fm(mesh_flux_id)%fmarry(xp,yp,zp,2,1)
! Calculate the in-scattering cross section (Sig_s12).
sp_norm = 0
tempr1 = (siga_tal + sp_norm*(cmfd_jout(x,y,z,2) - cmfd_jin(x,y,z,2)))/flux_tal
sigscat(1, 2, x,y,z) = tempr1
if(sigscat (1,2,x,y,z)<0.0) then
sigscat(1,2,x,y,z) = 0.0
end if
! calculate the removal cross section
sigr(x,y,z,1) = siga(x,y,z,1) + sigscat(1, 2, x,y,z)
sigr(x,y,z,2) = siga(x,y,z,2)
end do ! x
end do ! y
end do ! z
! store the group boundaries
do grp=2,g
egrp(grp) = fm(mesh_flux_id)%enbin(grp)
end do
! print out the jin and jout
open(file="plane_jin1" ,unit=500)
open(file="plane_jout1",unit=501)
open(file="plane_jin2",unit=502)
open(file="plane_jout2",unit=503)
open(file="plane_jl1",unit=504)
open(file="plane_jl2",unit=505)
do y=1,ny
do x=1,nx
write(500,*)x,y, cmfd_jin(x,y,nz/2,1)
write(501,*)x,y,cmfd_jout(x,y,nz/2,1)
write(502,*)x,y,cmfd_jin(x,y,nz/2, 2)
write(503,*)x,y,cmfd_jout(x,y,nz/2,2)
write(504,*)x,y,(cmfd_jout(x,y,nz/2,1)-cmfd_jin(x,y,nz/2, 1))
write(505,*)x,y,(cmfd_jout(x,y,nz/2,2)-cmfd_jin(x,y,nz/2,2))
end do
write(500,*)
write(501,*)
write(502,*)
write(503,*)
write(504,*)
write(505,*)
end do
close(500)
close(501)
close(502)
close(503)
close(504)
close(505)

```
```

do grp=1,g
flux_avg(grp) = SUM(flux(:,:,:,grp))/REAL(COUNT(flux(:,:,:,grp).ge.0),dknd)
end do
! check for zero flux
do grp=1,g
do z=1,nz
do y=1,ny
do x=1,nx
if (flux(x,y,z,grp)==0) then
write(*,*)"Zero flux in region:",x,y,z,grp
! put in some placeholder numbers to keep the solver from crashing
! use an average value of flux
flux(x,y,z,grp) = flux_avg(grp)
! set D to be the average of hx,hy,hz to get a beta of one-ish
d(x,y,z,grp) = (hx+hy+hz)/three
! zero out everything else
siga(x,y,z,grp) = 0
sigr(x,y,z,grp) = 0
sigscat(:,:,x,y,z) = 0
nu_sf(x,y,z,grp)=0
end if
end do
end do
end do
end do
! hard code some cross sections for testing
d(:,:,:,1) = 0.1666667
d(:,:,:,2) = 0.1111111
sigr(:,:,:,1) = 1.5
sigr(:,:,:,2) = 2.0
nu_sf(:,:,:,1) = 0.375
nu_sf(:,:,:,2) = 4.5
sigscat = 0.0
sigscat(1,2,:,:,:) = 0.5
diag = 0.0
diag2 = 0.0
calculate relative diffusivity, beta
do grp=1,g
! interior regions
do z=1,nz
do y=1,ny
do x=1,nx
beta_x (x,y,z,grp) = d(x,y,z,grp)/hx
beta_y(x,y,z,grp) = d(x,y,z,grp)/hy
beta_z(x,y,z,grp) = d(x,y,z,grp)/hz
end do ! x
end do ! y
end do ! z
! define the extremities using albedo.
! X direction (east/west faces)
do z=1,nz
do y=1,ny
beta_x(0,y,z,grp) = 0.5*ABS(j(1,0,y,z,grp)-j(2,0,y,z,grp))/flux(1,y,z,grp)
beta_x(nx+1,y,z,grp) = 0.5*ABS (j (2,nx+1,y,z,grp) -j(1,nx+1,y,z,grp))/flux(nx,y,z,
grp)
beta_x(0,y,z,grp) = alb_xl*0.5
beta_x(nx+1,y,z,grp) = alb_xr*0.5
end do ! y
end do ! z

```
```

    ! Y direction (north/south faces)
    do z=1,nz
    do }x=1,n
            beta_y(x,0,z,grp) = 0.5*ABS (j (3,x,0,z,grp)-j(4,x,0,z,grp))/flux(x,1,z,grp)
            beta_y (x,ny+1,z,grp) = 0.5*ABS (j (4,x,ny+1,z,grp)-j(3,x,ny+1,z,grp))/flux(x,ny,z,
                    grp)
            beta_y(x,0,z,grp)=alb_yl*0.5
            beta_y (x,ny+1,z,grp) = alb_yr*0.5
        end do ! x
    end do ! z
    ! Z direction (top/bottom faces)
    do y=1,ny
        do }x=1,n
            beta_z(x,y,0,grp) = 0.5*ABS (j (5,x,y,0,grp)-j(6,x,y,0,grp))/flux(x,y,1,grp)
            beta_z(x,y,nz+1,grp) = 0.5*ABS (j (6,x,y,nz+1,grp)-j(5,x,y,nz+1,grp))/flux(x,y,nz,
                    grp)
            beta_z(x,y,0,grp) = alb_zl*0.5
            beta_z(x,y,nz+1,grp) = alb_zr*0.5
            end do ! x
        end do ! y
    end do ! grp
! Calculate d_tilde and d_hat.
do grp=1,g
! X direction
do z=1,nz
do y=1,ny
do x=0,nx
d_tilde_x (x,y,z,grp) = two*beta_x (x,y,z,grp)*beta_x (x+1,y,z,grp)\&
\& /(beta_x (x,y,z,grp)+beta_x (x+1,y,z,grp))
! define flux to the left and right of the surface
if (x==0) then
phi_l = 0.0
else
phi_l= flux(x,y,z,grp)
end if
if ( }x==nx\mathrm{ ) then
phi_r = 0.0
else
phi_r = flux(x+1,y,z,grp)
end if
! d_hat x+} x
d_hat_x (x,y,z,grp) = ((j (1, x,y,z,grp)-j (2,x,y,z,grp))+d_tilde_x (x,y,z,grp)\&
\& *(phi_r-phi_l))/(phi_r+phi_l)
end do ! x
end do ! y
end do ! z
! Y direction
do z=1,nz
do y=0,ny
do }\textrm{x}=1,\textrm{n}
d_tilde_y(x,y,z,grp) = two*beta_y (x,y,z,grp)*beta_y (x,y+1,z,grp)\&
\& /(beta_y (x,y,z,grp)+beta_y (x,y+1,z,grp))
! define flux to the left and right of the surface
if (y==0) then
phi_l = 0.0
else
phi_l = flux(x,y,z,grp)
end if
if ( }\textrm{y}==ny\mathrm{ ) then
phi_r = 0.0
else
phi_r = flux(x,y+1,z,grp)
end if
! d_hat

```
```

            d_hat_y(x,y,z,grp) = ((j (3,x,y,z,grp)-j(4,x,y,z,grp))+d_tilde_y (x,y,z,grp)&
    ```
            d_hat_y(x,y,z,grp) = ((j (3,x,y,z,grp)-j(4,x,y,z,grp))+d_tilde_y (x,y,z,grp)&
            & *(phi_r-phi_l))/(phi_r+phi_l)
            & *(phi_r-phi_l))/(phi_r+phi_l)
        end do ! x
        end do ! x
    end do ! y
    end do ! y
end do ! z
end do ! z
! Z direction
! Z direction
do z=0,nz
do z=0,nz
    do y=1,ny
    do y=1,ny
        do x=1,nx
        do x=1,nx
            d_tilde_z(x,y,z,grp) = two*beta_z(x,y,z,grp)*beta_z(x,y,z+1,grp)&
            d_tilde_z(x,y,z,grp) = two*beta_z(x,y,z,grp)*beta_z(x,y,z+1,grp)&
            & /(beta_z(x,y,z,grp)+beta_z(x,y,z+1,grp))
            & /(beta_z(x,y,z,grp)+beta_z(x,y,z+1,grp))
            ! define flux to the left and right of the surface
            ! define flux to the left and right of the surface
            if (z==0) then
            if (z==0) then
                    phi_l = 0.0
                    phi_l = 0.0
            else
            else
                phi_l = flux(x,y,z,grp)
                phi_l = flux(x,y,z,grp)
            end if
            end if
            if (z==nz) then
            if (z==nz) then
                    phi_r = 0.0
                    phi_r = 0.0
            else
            else
                    phi_r = flux(x,y,z+1,grp)
                    phi_r = flux(x,y,z+1,grp)
            end if
            end if
            ! d_hat
            ! d_hat
            d_hat_z(x,y,z,grp) = ((j (5,x,y,z,grp)-j(6,x,y,z,grp))+d_tilde_z (x,y,z,grp)&
            d_hat_z(x,y,z,grp) = ((j (5,x,y,z,grp)-j(6,x,y,z,grp))+d_tilde_z (x,y,z,grp)&
            & *(phi_r-phi_l))/(phi_r+phi_l)
            & *(phi_r-phi_l))/(phi_r+phi_l)
        end do ! x
        end do ! x
    end do ! y
    end do ! y
end do ! z
end do ! z
if (idum(4)/=0) then
if (idum(4)/=0) then
    write(*,*)"Turning off CMFD."
    write(*,*)"Turning off CMFD."
    d_hat_x = 0
    d_hat_x = 0
    d_hat_y = 0
    d_hat_y = 0
    d_hat_z = 0
    d_hat_z = 0
end if
end if
write(chtemp,*)kcy
write(chtemp,*)kcy
chtemp = adjustl (chtemp)
chtemp = adjustl (chtemp)
write(ch40,*)'plane_dhat',trim(chtemp)
write(ch40,*)'plane_dhat',trim(chtemp)
open(223,file=ch40)
open(223,file=ch40)
z = nz/2
z = nz/2
do y=1,ny
do y=1,ny
    do x=1,nx
    do x=1,nx
        write(223,*)x,y, d_hat_x (x,y,z,1)
        write(223,*)x,y, d_hat_x (x,y,z,1)
    end do
    end do
    write(223,*)
    write(223,*)
end do
end do
close(223)
close(223)
do z=1,nz
do z=1,nz
    do y=1,ny
    do y=1,ny
        do x=1,nx
        do x=1,nx
            coup(1,x,y,z,grp) = ax * (-d_tilde_x(x,y,z,grp) + d_hat_x (x,y,z,grp)) ! east
            coup(1,x,y,z,grp) = ax * (-d_tilde_x(x,y,z,grp) + d_hat_x (x,y,z,grp)) ! east
            coup (2,x,y,z,grp) = ax * (-d_tilde_x (x-1,y,z,grp) - d_hat_x (x-1,y,z,grp)) ! west
            coup (2,x,y,z,grp) = ax * (-d_tilde_x (x-1,y,z,grp) - d_hat_x (x-1,y,z,grp)) ! west
            coup(3,x,y,z,grp) = ay * (-d_tilde_y(x,y,z,grp) + d_hat_y(x,y,z,grp)) !
            coup(3,x,y,z,grp) = ay * (-d_tilde_y(x,y,z,grp) + d_hat_y(x,y,z,grp)) !
                    south
                    south
            coup(4,x,y,z,grp) = ay * (-d_tilde_y(x,y-1,z,grp) - d_hat_y(x,y-1,z,grp)) !
            coup(4,x,y,z,grp) = ay * (-d_tilde_y(x,y-1,z,grp) - d_hat_y(x,y-1,z,grp)) !
                    north
                    north
            coup(5,x,y,z,grp) = az * (-d_tilde_z(x,y,z,grp) + d_hat_z(x,y,z,grp)) ! down
            coup(5,x,y,z,grp) = az * (-d_tilde_z(x,y,z,grp) + d_hat_z(x,y,z,grp)) ! down
            coup (6,x,y,z,grp) = az * (-d_tilde_z(x,y,z-1,grp) - d_hat_z(x,y,z-1,grp)) ! up
            coup (6,x,y,z,grp) = az * (-d_tilde_z(x,y,z-1,grp) - d_hat_z(x,y,z-1,grp)) ! up
        end do
        end do
    end do
    end do
end do
```

end do

```
        ! Form the diagonal of the migration matrix
        do \(\mathbf{z = 1}, \mathrm{nz}\)
        do \(y=1, n y\)
            do \(x=1, n x\)
            \(\operatorname{diag}(x, y, z, g r p)=\&\)
            \& \(\quad a x *\left(d d_{-} t i l d e \_x(x, y, z, g r p)+d_{-} t i l d e \_x(x-1, y, z, g r p)+d_{-} h a t \_x(x, y, z, g r p)-d_{-} h a t \_x(x\right.\)
                        \(-1, y, z, g r p))+\&\)
            \& \(\quad a y *\left(d \_t i l d e \_y(x, y, z, g r p)+d_{\_} t i l d e \_y(x, y-1, z, g r p)+d_{-} h a t \_y(x, y, z, g r p)-d_{\_} h a t \_y(x\right.\),
                    \(y-1, z, g r p))+\&\)
            \& \(\quad a z *\left(d_{-} t i l d e \_z(x, y, z, g r p)+d_{-} t i l d e_{-} z(x, y, z-1, g r p)+d_{-} h a t \_z(x, y, z, g r p)-d_{-} h a t \_z(x\right.\),
                    y,z-1,grp))
            do \(i=1,6\)
                \(\operatorname{diag} 2(x, y, z, \operatorname{grp})=\operatorname{diag} 2(x, y, z, \operatorname{grp})-\operatorname{coup}(i, x, y, z, \operatorname{grp})\)
            end do
            \(\operatorname{diag}(x, y, z, g r p)=\operatorname{diag}(x, y, z, g r p)+\operatorname{sigr}(x, y, z, g r p) * v\)
            diag2 (x,y,z,grp) = diag2(x,y,z,grp) + sigr(x,y,z,grp)*v
            end do ! \(x\)
        end do ! y
    end do ! \(z\)
    ! calculate coupling coefficients using d-hat,d-tilde and area
    ! clean up the boundary
    ! east/west face
    do \(z=1, n z\)
    do \(y=1, n y\)
                \(\operatorname{coup}(1, \mathrm{nx}, \mathrm{y}, \mathrm{z}, \mathrm{grp})=0.0\)
                \(\operatorname{coup}(2,1, y, z, g r p)=0.0\)
            end do
        end do
        ! north/south faces
        do \(z=1, n z\)
        do \(x=1, n x\)
            \(\operatorname{coup}(3, x, n y, z, g r p)=0.0\)
            \(\operatorname{coup}(4, x, 1, z, g r p)=0.0\)
            end do
        end do
        ! top/bottom faces
        do \(y=1\), \(n y\)
            do \(\mathrm{x}=1, \mathrm{nx}\)
                \(\operatorname{coup}(5, x, y, n z, g r p)=0.0\)
                \(\operatorname{coup}(6, x, y, 1, g r p)=0.0\)
        end do
        end do
end do ! grp
ch40 = 'plane_f1'
call print_plane_z (2,1,flux, ch40)
open(unit=998,file='plane_s12')
do \(x=1, n x\)
    do \(y=1\), \(n y\)
            write (998, '(i4, 2x,i4, \(\left.2 \mathrm{x}, \mathrm{e} 12.5)^{\prime}\right) \mathrm{x}, \mathrm{y}, \operatorname{sigscat}(1,2, \mathrm{x}, \mathrm{y}, 2)\)
    end do
    write (998,*)
end do
close (998)
ch40 = 'plane_r1'
call print_plane_z (2, 1 , sigr, ch40)
ch40 = 'plane_r2'
call print_plane_z (2, 2 , sigr, ch40)
ch40 \(=\) 'plane_t1'
call print_plane_z (2,1,sigt, ch40)
ch40 = 'plane_nsf1'
call print_plane_z(2,1,nu_sf,ch40)
```

ch40 = 'plane_a1'
call print_plane_z(2,1,siga,ch40)
ch40 = 'plane_d1'
call print_plane_z(2,1,d,ch40)
ch40 = 'plane_f2'
call print_plane_z(2,2,flux,ch40)
ch40 = 'plane_t2'
call print_plane_z(2,2,sigt,ch40)
ch40 = 'plane_nsf2'
call print_plane_z(2,2, nu_sf,ch40)
ch40 = 'plane_a2'
call print_plane_z(2,2,siga,ch40)
ch40 = 'plane_d2'
call print_plane_z(2,2,d,ch40)
open(unit=998,file='stuff ')
write(998,*)"two: ",two
write(998,*) "three: ",three
write(998,*)
write(998,*) "coup:"
do }\textrm{x}=1,\textrm{nx
write(998,*) coup(:,x,ny/2,nz/2,1)
write(998,*)
end do
write (998,*) "flux"
write (998,*) flux
write(998,*)
write(998,*)
write(998,*) "diag:"
write(998,*) diag
write(998,*) "diag2:"
write(998,*) diag2
write(998,*)
write(998,*) "d_tilde_x"
write(998,*)d_tilde_x
close(998)
open(unit=998,file="migration")
write(998,*)"\# west east north south up down diag"
do grp=1,g
do z=1,nz
do y=1,ny
do }\textrm{x}=1,\textrm{n}
if(x>1) then
write(998,'(1p,e12.5,1x)', advance='ro')coup(2,x,y,z,grp)
else
write(998,'(1p,e12.5,1x)', advance='no')0.
end if
if(x<nx)then
write(998,'(1p,e12.5,1x)', advance='no') coup(1, x,y,z,grp)
else
write(998,'(1p,e12.5,1x)', advance='no')0.
end if
if (y>1) then
write(998,'(1p,e12.5,1x)', advance=''no')coup(4,x,y,z,grp)
else
write(998,'(1p, e12.5,1x)', advance='no')0.
end if
if(y<ny)then
write(998,'(1p,e12.5,1x)', advance='no')coup(3,x,y,z,grp)
else
write(998,'(1p, e12.5,1x)', advance='no')0.
end if

```
```

                if(z>1)then
                    write(998,'(1p,e12.5,1x)',advance='no') coup(6,x,y,z,grp)
                else
                    write(998,'(1p,e12.5,1x)', advance='no')0.
                end if
                if(z<nz)then
                    write(998,'(1p,e12.5,1x)',advance='no') coup(5,x,y,z,grp)
                else
                    write(998,'(1p,e12.5,1x)', advance='no')0.
                end if
                write(998,'(1p,e12.5,1x)')diag(x,y,z,grp)
                end do
            end do
        end do
    end do
    close(998)
    end subroutine cmfd_update

```

```

! do some stuff to see if we are working
subroutine cmfd_test(kin)
real(dknd) :: kin
integer :: i,fsrc_tot,x,y,z
keff = kin
if(idum(1)==0) then
return
end if
if(initialized.eq..false.) then
! initialize CMFD module
write(*,*)"Initializing CMFD module."
call cmfd_init
else
if (kcy.eq.idum(1)) then
! do an update
call cmfd_update
call cmfd_solve(idum(3),idum(2)) ! outer_it,inner_it
call cmfd_bank
end if
if (kcy==idum(1)+1) then
call cmfd_update
! print flux
ch40 = 'plane_fd1'
call print_plane_z(nz/2,1,flux,ch40)
ch40 = 'plane_fd2'
call print_plane_z(nz/2,2,flux,ch40)
end if
if (kcy==kct-1) then
! take the residual of the fission source to the converged FSD
call cmfd_pop
fsrc_tot = SUM(fsrc_pop)
! normalize psi
psi = psi/SUM(psi)
open(unit=444,file='plane_psierr'')
z = nz/2
do y=1,ny
do x=1,nx
i = nx*ny*(z-1)+nx*(y-1)+x
write(444,*)x,y,( ((fsrc_pop(i)/fsrc_tot) - psi(x,y,z))/psi(x,y,z) )
end do
write(444,*)

```
```

                end do
    ```
                end do
                close(444)
                close(444)
        end if
        end if
        end if
        end if
    end subroutine cmfd_test
```

    end subroutine cmfd_test
    ```


```

    subroutine cmfd_normalize
    ```
    subroutine cmfd_normalize
    end subroutine cmfd_normalize
```

    end subroutine cmfd_normalize
    ```


```

    Returns the outgoing current for the mesh region at x,y,z for neutrons in
    ```
    Returns the outgoing current for the mesh region at x,y,z for neutrons in
    group grp.
    group grp.
    function cmfd_jout(x,y,z,grp)
    function cmfd_jout(x,y,z,grp)
    integer :: x,y,z,grp
    integer :: x,y,z,grp
    real :: cmfd_jout
    real :: cmfd_jout
    cmfd_jout = 0.0 ! initialize output variable
    cmfd_jout = 0.0 ! initialize output variable
    ! add contributions for each face
    ! add contributions for each face
    cmfd_jout = j(2,x-1,y,z,grp)*ax ! x- direction at west face
    cmfd_jout = j(2,x-1,y,z,grp)*ax ! x- direction at west face
    cmfd_jout = cmfd_jout + j(1,x,y,z,grp)*ax ! x+ direction at east face
    cmfd_jout = cmfd_jout + j(1,x,y,z,grp)*ax ! x+ direction at east face
    cmfd_jout = cmfd_jout + j(4,x,y-1,z,grp)*ay ! y- direction at north face
    cmfd_jout = cmfd_jout + j(4,x,y-1,z,grp)*ay ! y- direction at north face
    cmfd_jout = cmfd_jout + j(3,x,y,z,grp)*ay ! y+ direction at south face
    cmfd_jout = cmfd_jout + j(3,x,y,z,grp)*ay ! y+ direction at south face
    cmfd_jout = cmfd_jout + j(6,x,y,z-1,grp)*az ! z- direction at top face
    cmfd_jout = cmfd_jout + j(6,x,y,z-1,grp)*az ! z- direction at top face
    cmfd_jout = cmfd_jout + j(5,x,y,z,grp)*az ! z+ direction at bottom face
    cmfd_jout = cmfd_jout + j(5,x,y,z,grp)*az ! z+ direction at bottom face
    end function cmfd_jout
    end function cmfd_jout
    ====================================================================================
    ====================================================================================
    Returns the incomming current for the mesh region at x,y,z for neutrons in
    Returns the incomming current for the mesh region at x,y,z for neutrons in
    group grp.
    group grp.
    function cmfd_jin(x,y,z,grp)
    function cmfd_jin(x,y,z,grp)
    integer :: x,y,z,grp
    integer :: x,y,z,grp
    real :: cmfd_jin
    real :: cmfd_jin
    cmfd_jin = 0.0 ! initialize output variable
    cmfd_jin = 0.0 ! initialize output variable
    ! add contributions for each face
    ! add contributions for each face
    cmfd_jin = j(1,x-1,y,z,grp)*ax ! x+ direction at west face
    cmfd_jin = j(1,x-1,y,z,grp)*ax ! x+ direction at west face
    cmfd_jin = cmfd_jin + j(2,x,y,z,grp)*ax ! x- direction at east face
    cmfd_jin = cmfd_jin + j(2,x,y,z,grp)*ax ! x- direction at east face
    cmfd_jin = cmfd_jin + j(3,x,y-1,z,grp)*ay ! y+ direction at north face
    cmfd_jin = cmfd_jin + j(3,x,y-1,z,grp)*ay ! y+ direction at north face
    cmfd_jin = cmfd_jin + j(4,x,y,z,grp)*ay ! y- direction at south face
    cmfd_jin = cmfd_jin + j(4,x,y,z,grp)*ay ! y- direction at south face
    cmfd_jin = cmfd_jin + j(5,x,y,z-1,grp)*az ! z+ direction at top face
    cmfd_jin = cmfd_jin + j(5,x,y,z-1,grp)*az ! z+ direction at top face
    cmfd_jin = cmfd_jin + j(6,x,y,z,grp)*az ! z- direction at bottom face
    cmfd_jin = cmfd_jin + j(6,x,y,z,grp)*az ! z- direction at bottom face
    end function cmfd_jin
```

    end function cmfd_jin
    ```


```

    subroutine print_plane_z(z,grp, arry,filename)
    ```
    subroutine print_plane_z(z,grp, arry,filename)
    integer :: x,y,z,grp
    integer :: x,y,z,grp
    character*40 :: filename
    character*40 :: filename
    real(dknd), allocatable :: arry(:,:,:,:)
    real(dknd), allocatable :: arry(:,:,:,:)
    open(file=filename,unit=888)
    open(file=filename,unit=888)
    do }x=1,n
    do }x=1,n
            do y=1,ny
            do y=1,ny
            write(888,'(i4 , 2x,i4, 2x,e12.5)'')x,y,arry(x,y,z,grp)
            write(888,'(i4 , 2x,i4, 2x,e12.5)'')x,y,arry(x,y,z,grp)
            end do ! y
            end do ! y
            write(888,*)
            write(888,*)
    end do ! z
    end do ! z
    close(888)
    close(888)
    end subroutine
```

    end subroutine
    ```


```

subroutine cmfd_solve(outer_it,inner_it)

```
subroutine cmfd_solve(outer_it,inner_it)
    integer :: x,y,z,grp,outer_it,inner_it,i
    integer :: x,y,z,grp,outer_it,inner_it,i
    integer :: outer,inner
    integer :: outer,inner
    real(dknd) :: lambda,k_old,tempd1,k_err,flux_err,flux_dot,flux_dot_old
    real(dknd) :: lambda,k_old,tempd1,k_err,flux_err,flux_dot,flux_dot_old
    ! we should have updated cross sections. lu decompose:
    ! we should have updated cross sections. lu decompose:
    call cmfd_lu
```

    call cmfd_lu
    ```
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```

! start with uniform flux
flux = 1.0
flux_old = 1.0
flux_old_out = 1.0
keff = 1.0
! open the convergence file, write header
open(111,file='converge')
write(111,*)"\# iteration k k_err flux_err"
do outer=1,outer_it
! store old flux distribution
flux_old_out = flux
lambda = 1.0/keff
! calculate fission source (psi) at each node
psi_old = psi
do z=1,nz
do y=1,ny
do x=1,nx
psi(x,y,z) = 0.0
do grp=1,g
psi(x,y,z) = psi(x,y,z)+nu_sf(x,y,z,grp)*flux(x,y,z,grp)*v
end do
end do ! x
end do ! y
end do ! z
! begin the group major portion
do grp=1,g
! set up the source
do z=1,nz
do y=1,ny
do x=1,nx
src(x,y,z) = psi(x,y,z) * chi(x,y,z,grp) * lambda
! consider scattering (assuming downscatter only)
! TODO: implement upscattering?
tempd1 = 0.0
do i=1,grp-1
tempd1 = tempd1 + sigscat(i,grp,x,y,z)*flux_old(x,y,z,i)
end do ! scattering group
src(x,y,z) = src(x,y,z) + tempd1*v ! add scattering to source
end do ! x
end do ! y
end do ! z
! now solve this `one group' problem with Gauss-Seidel
do inner=1,inner_it
flux_old(:,:,:,grp) = flux(:,:,:,grp)
do z=1,nz
do y=1,ny
! transfer appropriate values from src(:) to lu_b(:),
! then add N,S,U,D coupling to lu_b(:)
do }\textrm{x}=1,\textrm{nx
lu_b (x) = src(x,y,z)
! Add in external sources as needed. This branching is kinda gross,
! but oh well.
if ( }\textrm{y}>1)\mathrm{ then
lu_b (x) = lu_b(x) - flux(x,y-1,z,grp)*coup(4,x,y,z,grp) ! north
end if
if (y<ny) then
lu_b(x) = lu_b (x) - flux (x,y+1,z,grp)*coup(3,x,y,z,grp) ! south
end if
if (z>1) then
lu_b (x) = lu_b(x) - flux (x,y,z-1,grp)* coup(6,x,y,z,grp) ! up

```
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            end if
    ```
            end if
            if (z<nz) then
            if (z<nz) then
                    lu_b (x) = lu_b (x) - flux (x,y,z+1,grp)*coup(5,x,y,z,grp) ! down
                    lu_b (x) = lu_b (x) - flux (x,y,z+1,grp)*coup(5,x,y,z,grp) ! down
                    end if
                    end if
            end do ! x
            end do ! x
            ! the RHS is now set up. begin forward-backward substitution
            ! the RHS is now set up. begin forward-backward substitution
            ! forward substitution
            ! forward substitution
            lu_y(1) = lu_b(1)
            lu_y(1) = lu_b(1)
            do x=2,nx
            do x=2,nx
                    lu_y(x) = lu_b(x) - lu_ll (x,y,z,grp)*lu_y (x-1)
                    lu_y(x) = lu_b(x) - lu_ll (x,y,z,grp)*lu_y (x-1)
            end do
            end do
            ! Do backwards substitution
            ! Do backwards substitution
            flux(nx,y,z,grp) = lu_y(nx)/lu_ud(nx,y,z,grp)
            flux(nx,y,z,grp) = lu_y(nx)/lu_ud(nx,y,z,grp)
            if (flux(nx,y,z,grp)<0.0) then
            if (flux(nx,y,z,grp)<0.0) then
                    flux(nx,y,z,grp) = 0.0
                    flux(nx,y,z,grp) = 0.0
            end if
            end if
            do }\textrm{x}=\textrm{nx}-1,1,-
            do }\textrm{x}=\textrm{nx}-1,1,-
            ! east
            ! east
            flux(x,y,z,grp)=(lu_y(x)-coup(1,x,y,z,grp)*flux(x+1,y,z,grp))/lu_ud(x,y,z,
            flux(x,y,z,grp)=(lu_y(x)-coup(1,x,y,z,grp)*flux(x+1,y,z,grp))/lu_ud(x,y,z,
                    grp)
                    grp)
            if (flux(x,y,z,grp)<0.0) then
            if (flux(x,y,z,grp)<0.0) then
                    flux(x,y,z,grp) = 0.0
                    flux(x,y,z,grp) = 0.0
            end if
            end if
            end do
            end do
            end do ! y (gauss-seidel beams)
            end do ! y (gauss-seidel beams)
        end do ! z (gauss-seidel planes)
        end do ! z (gauss-seidel planes)
        ch40 = 'plane_fs1'
        ch40 = 'plane_fs1'
        call print_plane_z(nz/2,1,flux,ch40)
        call print_plane_z(nz/2,1,flux,ch40)
        ch40 = 'plane_fs2'
        ch40 = 'plane_fs2'
        call print_plane_z(nz/2,2,flux,ch40)
        call print_plane_z(nz/2,2,flux,ch40)
    end do ! inner iteration
    end do ! inner iteration
end do ! major group
end do ! major group
! solve for k and check for convergence.
! solve for k and check for convergence.
k_old = keff
k_old = keff
tempd1 = 0.0
tempd1 = 0.0
flux_dot_old = flux_dot
flux_dot_old = flux_dot
flux_dot = 0.0
flux_dot = 0.0
! loop through all the nodes and take <flux,flux> and <flux,flux_old>
! loop through all the nodes and take <flux,flux> and <flux,flux_old>
do grp=1,g
do grp=1,g
    do z=1,nz
    do z=1,nz
        do y=1,ny
        do y=1,ny
            do x=1,nx
            do x=1,nx
                    tempd1 = tempd1 + flux(x,y,z,grp)*flux(x,y,z,grp)
                    tempd1 = tempd1 + flux(x,y,z,grp)*flux(x,y,z,grp)
                    flux_dot = flux_dot + flux(x,y,z,grp)*flux_old_out(x,y,z,grp)
                    flux_dot = flux_dot + flux(x,y,z,grp)*flux_old_out(x,y,z,grp)
            end do
            end do
        end do
        end do
    end do
    end do
end do
end do
keff = k_old*(tempd1/flux_dot)
keff = k_old*(tempd1/flux_dot)
flux_err = flux_dot-flux_dot_old
flux_err = flux_dot-flux_dot_old
write(*,*)"k: ",keff
write(*,*)"k: ",keff
k_err = keff-k_old
k_err = keff-k_old
! print out the convergence info
! print out the convergence info
write(111,'(1p,i6,1x,e12.5,1x,e12.5,1x,e12.5)')outer,keff,k_err,flux_err
write(111,'(1p,i6,1x,e12.5,1x,e12.5,1x,e12.5)')outer,keff,k_err,flux_err
if (mod(outer,10)==0) then
if (mod(outer,10)==0) then
    write(*,*) outer
    write(*,*) outer
end if
end if
! convergence?
! convergence?
    if(ABS(k_err)<k_eps.and.ABS(flux_err)<flux_eps) then
    if(ABS(k_err)<k_eps.and.ABS(flux_err)<flux_eps) then
    ! converged!
    ! converged!
    write(*,*)"CMFD converged in ",outer," iterations! :-D"
    write(*,*)"CMFD converged in ",outer," iterations! :-D"
    write(*,*)"k=",keff
    write(*,*)"k=",keff
    ch40 = 'plane_fs1'
```

    ch40 = 'plane_fs1'
    ```
```

            call print_plane_z(nz/2,1,flux,ch40)
            ch40 = 'plane_fs2'
            call print_plane_z(nz/2,2,flux,ch40)
            ! plot the fission source
            open(unit=444,file='plane_psi')
            z = nz/2
            do y=1,ny
                do x=1,nx
                    write(444,*)x,y,psi(x,y,z)
                    end do
                    write(444,*)
            end do
            close(444)
            return
        end if
    end do ! outer iteration
    ! We didnt converge in outer_it iterations
    write(*,*)"crap... we didnt converge in ", outer_it, "iterations. :'-("
    write(*,*)"k_err: ",k_err,"flux error: ",flux_err
    write(*,*)"k=",keff
    end subroutine cmfd_solve
    l ==================================================================================
subroutine cmfd_lu
integer :: x,y,z,grp
real(dknd) :: m
! perform an LU decomposition for each strip along the x direction.
do grp=1,g
do z=1,nz
do y=1,ny
x=1
lu_ud(x,y,z,grp) = diag(x,y,z,grp)
do x=2,nx
m = coup(2, x,y,z,grp)/lu_ud(x-1,y,z,grp)
west
lu_ll(x,y,z,grp) = m
! east
lu_ud(x,y,z,grp) = diag(x,y,z,grp)-m*coup(1,x-1,y,z,grp)
end do ! x
do x=1,nx-1
lu_uu(x,y,z,grp) = coup(1, x,y,z,grp)
end do ! x
end do ! y
end do ! z
end do ! group
end subroutine cmfd_lu
! ====================================================================================
subroutine cmfd_bank
integer :: i,ix,iy,iz,ii,pos,nsrci,x,y,z,zeros
logical :: point_out,out_any
real(dknd) :: xx,yy,zz,psi_sum,h_cmfd,h_sample,log2
real(dknd),allocatable :: h_temp(:,:,:)
allocate( h_temp(nx,ny,nz) )
point_out = .false.
out_any = .false.
log2 = log(two)
fsrc_pop = 0
sample_wgt = 0.0

```
```

nsrci = 0 ! number of source points inside the active mesh

```
nsrci = 0 ! number of source points inside the active mesh
! loop through all source points
! loop through all source points
write(*,*) "origin: ",mesh_orig
write(*,*) "origin: ",mesh_orig
! open a file for plotting the fission source
! open a file for plotting the fission source
open(222,file='fso_old')
open(222,file='fso_old')
open(223,file='fso_new')
open(223,file='fso_new')
do i=1,fso_src_count
do i=1,fso_src_count
    ! grab x,y,z position
    ! grab x,y,z position
    xx = fso_src(FSO_XXX,i)
    xx = fso_src(FSO_XXX,i)
    yy = fso_src(FSO_YYY,i)
    yy = fso_src(FSO_YYY,i)
    zz=fso_src(FSO_ZZZ,i)
    zz=fso_src(FSO_ZZZ,i)
    ! locate the source position in mesh
    ! locate the source position in mesh
    ix = int( (xx-mesh_orig(1)) / hx ) + 1
    ix = int( (xx-mesh_orig(1)) / hx ) + 1
    iy = int( (yy-mesh_orig(2)) / hy ) + 1
    iy = int( (yy-mesh_orig(2)) / hy ) + 1
    iz = int( (zz-mesh_orig(3)) / hz ) + 1
    iz = int( (zz-mesh_orig(3)) / hz ) + 1
    ii = ix + (iy-1)*nx + (iz-1)*nx*ny
    ii = ix + (iy-1)*nx + (iz-1)*nx*ny
    ! ensure that the point is inside the
    ! ensure that the point is inside the
    if (ix<1 .or. ix>nx) then
    if (ix<1 .or. ix>nx) then
        point_out = .true.
        point_out = .true.
        out_any = .true.
        out_any = .true.
    end if
    end if
    if (iy<1 .or. iy>ny) then
    if (iy<1 .or. iy>ny) then
            point_out = . true.
            point_out = . true.
            out_any = .true.
            out_any = .true.
    end if
    end if
    if (iz<1 .or. iz>nz) then
    if (iz<1 .or. iz>nz) then
            point_out = . true.
            point_out = . true.
            out_any = .true.
            out_any = .true.
    end if
    end if
    if (point_out .eq. .false.) then
    if (point_out .eq. .false.) then
            fsrc_pop(ii) = fsrc_pop(ii) + 1
            fsrc_pop(ii) = fsrc_pop(ii) + 1
            fsrc_pos(i)= ii
            fsrc_pos(i)= ii
        else
        else
            fsrc_pos(i) = - 1
            fsrc_pos(i) = - 1
    end if
    end if
    point_out = .false.
    point_out = .false.
end do
end do
if (out_any .eq. .true.) then
if (out_any .eq. .true.) then
    write(*,*)"Warning: there were fission source points outside of the mesh used for CMFD
    write(*,*)"Warning: there were fission source points outside of the mesh used for CMFD
end if
end if
! plot fso_old
! plot fso_old
iz = nz/2
iz = nz/2
do iy=1,ny
do iy=1,ny
    do ix=1,nx
    do ix=1,nx
            ii=nx*ny*(iz-1)+nx*(iy-1)+ix
            ii=nx*ny*(iz-1)+nx*(iy-1)+ix
            write(222,*)ix,iy,fsrc_pop(ii)
            write(222,*)ix,iy,fsrc_pop(ii)
    end do
    end do
    write(222,*)
    write(222,*)
end do
end do
! sweep through again to build wgt vector
! sweep through again to build wgt vector
do i=1,fso_src_count
do i=1,fso_src_count
    pos = fsrc_pos(i)
    pos = fsrc_pos(i)
    ii=pos
    ii=pos
    if (pos .eq. -1) then
    if (pos .eq. -1) then
            sample_wgt(i) = 0
            sample_wgt(i) = 0
            cycle
            cycle
    end if
    end if
    iz = int(pos/(nx*ny))
```

    iz = int(pos/(nx*ny))
    ```
```

        pos = pos - iz*nx*ny
        iy = int(pos/nx)
        ix = pos - iy*nx
        if (fsrc_pop(ii)>0) then
            sample_wgt(i) = psi(ix,iy,iz)/fsrc_pop(ii)
        else
            sample_wgt(i) = psi(ix,iy,iz)
        end if
    end do
! now actually sample the nsrck points from the fission bank using the
! weights determined above
call cmfd_sample(nsrck,fso_src_count,sample_wgt(1:fso_src_count),fsrc_ind)
! now do some Ministry of Truth work on the fso_src array
fso_bnk=0
do i=1,nsrck
fso_bnk(:,i)=fso_src(:, fsrc_ind(i))
end do
! I think that's it. store fso_bnk back to fso_src, tell MCNP how many
! points are in there and call it good.
fso_src_count = nsrck
fso_src=fso_bnk
! determine the new source distribution and normalize
call cmfd_pop()
! plot fso_new
iz = nz/2
do iy=1,ny
do ix=1,nx
ii=nx*ny*(iz-1)+nx*(iy-1)+ix
write(223,*)ix,iy,fsrc_pop(ii)
end do
write (223,*)
end do
fsrc_pop = fsrc_pop/sum(fsrc_pop)
! calculate the source entropy of the actual and sampled fission source
! normalize psi
psi = psi/sum(psi)
where(psi /= 0)
h_temp = psi*log(psi)
else where
h_temp = zero
end where
where(fsrc_pop /= 0)
fsrc_pop = fsrc_pop*log(fsrc_pop)
else where
fsrc_pop = zero
end where
h_sample = -sum(fsrc_pop)/log2
h_cmfd = -sum(h_temp)/log2
deallocate( h_temp )
write(*,*) "FSD Entropy: ",h_cmfd
write(*,*) "Sampled Entropy: ",h_sample
! check for regions with zero source points
zeros = 0
do i=1,n

```
```

        if(fsrc_pop(i)==0)then
            zeros = zeros+1
        end if
        end do
        if(zeros>0) then
            write(*,*)"There were",zeros," out of",n,"mesh regions with no source points sampled."
        end if
    return
    end subroutine cmfd_bank

```

```

subroutine cmfd_sample( N, M, wgt, indx )
sample N items from M items with weights,
save the indices of N selected items in array indx
range of N: 1...N
range of M: 1...M
The i-th of the M items has weight wgt(i), where the
normalization of the weights is arbitrary
indx (N): N items, with indices in range 1..M
!
use mcnp_random, only: rang
implicit none
integer, intent(in) :: N * number items needed
integer, intent(in) : M * number items available
real(dknd), intent(in) : : wgt(M) * weights for available items
integer, intent(out):: indx(N) * indices of selected items
real(dknd) :: prob, cum, wtot
integer :: i, knt, k
wtot = sum(wgt )
knt = 0
cum=0
do i=1,M
prob = wgt(i) * real(N-knt,dknd) / (wtot-cum)
k = prob + rang()
indx(knt+1:knt+k) = i
knt = knt + k
cum = cum + wgt(i)
end do
if(knt==N-1 ) then
! in case of roundoff, may have to replicate last item
knt = knt + 1
indx(knt) = M
endif
if( knt /= N ) then
write(*,*) "***** count error in sample_N_from_M_weighted"
stop
endif
return
end subroutine cmfd_sample

```

```

subroutine cmfd_pop()
integer :: ix,iy,iz,ii,i
real(dknd) :: xx,yy,zz
logical :: point_out,out_any
point_out = .false.

```
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    out_any = .false.
    ```
    out_any = .false.
    fsrc_pop = 0
    fsrc_pop = 0
    do i=1,fso_src_count
    do i=1,fso_src_count
        ! grab x,y,z position
        ! grab x,y,z position
        xx = fso_src(FSO_XXX,i)
        xx = fso_src(FSO_XXX,i)
        yy = fso_src(FSO_YYY,i)
        yy = fso_src(FSO_YYY,i)
        zz = fso_src(FSO_ZZZ,i)
        zz = fso_src(FSO_ZZZ,i)
        ! locate the source position in mesh
        ! locate the source position in mesh
        ix = int( (xx-mesh_orig(1)) / hx ) + 1
        ix = int( (xx-mesh_orig(1)) / hx ) + 1
        iy = int( (yy-mesh_orig(2)) / hy ) + 1
        iy = int( (yy-mesh_orig(2)) / hy ) + 1
        iz = int( (zz-mesh_orig(3)) / hz ) + 1
        iz = int( (zz-mesh_orig(3)) / hz ) + 1
        ii = ix + (iy-1)*nx + (iz-1)*nx*ny
        ii = ix + (iy-1)*nx + (iz-1)*nx*ny
        ! ensure that the point is inside the
        ! ensure that the point is inside the
        if (ix<1 .or. ix>nx) then
        if (ix<1 .or. ix>nx) then
            point_out = .true.
            point_out = .true.
            out_any = .true.
            out_any = .true.
        end if
        end if
        if (iy<1 .or. iy>ny) then
        if (iy<1 .or. iy>ny) then
            point_out = .true.
            point_out = .true.
            out_any = .true.
            out_any = .true.
        end if
        end if
        if (iz<1 .or. iz>nz) then
        if (iz<1 .or. iz>nz) then
            point_out = .true.
            point_out = .true.
            out_any = .true.
            out_any = .true.
        end if
        end if
        if (point_out .eq. .false.) then
        if (point_out .eq. .false.) then
            fsrc_pop(ii) = fsrc_pop(ii) + 1
            fsrc_pop(ii) = fsrc_pop(ii) + 1
            fsrc_pos(i) = ii
            fsrc_pos(i) = ii
        else
        else
            fsrc_pos(i) = -1
            fsrc_pos(i) = -1
        end if
        end if
        point_out = .false.
        point_out = .false.
        end do
        end do
end subroutine cmfd_pop
end subroutine cmfd_pop
end module
```

