
LA-U R- p 4 -09 7Z
Approved for public release;
distribution is unlimited.

Title:

Author(s) :

Submitted to :

Performance Enhancements of MCNP4B, MCNP5, and
MCNPX for Monte Carlo Radiotherapy Planning
Calculations in Lattice Geometrie s

W .S . Kiger , III , A .G . Hochberg
Beth Israel Deaconess Medical Center , Boston , USA

J . R . Albri tton ,
Nuclear Engineering Dept ., MIT , Cambridge , USA

Tim Goorley
MCNP Development Team , X-5 , LANL , USA

11th Internat ional Sympos ia on Neutron Capture Therapy
Boston , MA , USA
October 11 -15 , 2005 .

Los Alamos
NATIONAL LABORATOR Y

Los A lamos Na ti onal Laboratory, an affir mative action/eq ual opp ortunity employer, is operat ed by the Un ive rsity of Ca liforni a for the U . S .
Depa rtment of Energy under c ont ra c t W-7405- ENG-36 . By accept ance of th is a rticle, the publish er recognizes that the U.S . Government
retain s a n o nexc lu sive, royalty-free l icense to publish or re produce the published form of th is contribu tion , or to a llow o thers t o d o s o, fo r U .S.
Government purpose s . Los Alamos Nat i onal L ab orator y reques ts that the pu blisher id enti fy this art icle as work p erform ed u nder th e
ausp ices of the U . S . Dep artm en t of E nergy. Los Al amos National Lab oratory st rong ly su pp orts academ ic freedom an d a research er's ri ght to
pub lish ; as an in stitut io n, h owever, the Lab oratorydoes n ot end orse the v ie wp oin t of a p u blic ation orguarantee it s t echnica l co rre ctness.

Form 836 (8/00)

About This Report
This official electronic version was created by scanning the best available paper or microfiche copy of the original report at a 300 dpi resolution.



For additional information or comments, contact:



Los Alamos National Laboratory Research Library

Los Alamos, NM  87545

Phone:  (505)667-5809

E-mail:  reports@lanl.gov



Performance enhancements o f
MON P4B MCNP5, and MCNPX for
Monte Carlo Radiotherapy Plannin g
Calculations in Lattice Geometrie s

W . S . Kiger, III ,a J .R . A lbritton ,a, b

A . G. Hochberg,a~c and J.T . Goorleyd

aDepartment of Radiation Oncology, Beth Israel Deaconess Medical Center ,

Harvard Medical Schoo l

bNuclear Engineering Department, Massachusetts Institute of Technology

cInstitut National des Sciences et Techniques Nucleaire s

(Commissariat a 1'Energie Atomique), Paris, Franc e

dLos Alamos National Laboratory ,

Diagnostic Applications Group, X- 5

Harvard - MIT NCT Program

6



Abstract
Achieving reasonable computation times for Monte Carlo-based radiotherapy planning calculations

while simulating enough histories to maintain acceptable statistical precision can be difficult, especially for
the computationally expensive, scatter-dominated neutron transport problems required for Neutron Capture
Therapy (NCT) . Several NCT treatment planning systems (TPS) employ the general-purpose Monte Carlo
radiation transport code MCNP as their dose computation engine because of its many advantages . This poster
examines the issue of computational speed for 3 versions of the MCNP code, MCNP4B, MCNP5, and
MCNPX, in the context of NCT treatment planning calculations using a voxel phantom produced by the
NCTPIan TPS . In addition to the standard versions of these codes, patched versions of MCNP4B and MCNP5
specially accelerated for calculations in a lattice geometry were assessed Furthermore, the influence of
different geometric representations (cell or lattice representations of the voxel model) and tallying techniques,
including the recently developed mesh tally, on computation efficiency was assessed . For certain
combinations of geometric representation and tally techniques, the computations are prohibitively slow, taking
more than 8,000 minutes per million source neutrons and photons . For the problem studied, the minimum
total computation times of 12 .3 and 16.2 min were obtained using the patched versions of MCNP4B and
MCNP5, respectively, with a lattice geometry for 106 neutron and 106 photon histories . Using the standard,
unpatched versions of MCNP, computation times only 23-71 % slower can be obtained by using a judicious
combination of geometric representation and tally technique to avoid prohibitively slow computations .
Compared to the slowest calculations, calculations using the patched version of MCNP4B and MCNP5
represent 530- to 660-fold improvements in speed .

In addition, this poster examined the computational expense of decreasing the voxel size . Decreasing
the voxel size does not dramatically affect the transport time ; reducing the voxel size from 10 mm to 3 mm
increases the transport time by factors of 2 .0 for neutrons and 2 .7 for photons . Problem initialization time,
however, dramatically increases for smaller voxels, probably because of the large number of volumes tallied .
For simulation of 106 histories, transport time and initialization time are approximately equal for the 4 mm
voxel model. Significant improvements in the initialization time should be possible .
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Fixed Geometry Timing Study Objective s

The objective is to quantify improvements in computational
speed possible for NCT treatment planning problems for
voxel models using different :
■Geometric representation s

- Cell representation (each voxel is represented by a cell)
- Lattice (each voxel is an element in a lattice )

■Tally Techniques
- Standard F4 tally using track length density estimate of flux
- Speed Tally (i .e ., F4 tally using the speed tally patch )
- Mesh tally

■Transport Codes
- MCNP4B
- MCNP5
- MCNPX

Harvard - MIT NCT Program
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Fixed Geometry Timing Study Problem
NCTPIan Model

77
■ Voxel model constructed by

NCTPIan 1- .111 4EL.-0
■ 21 x 21 x 25 matrix of 1 cm3 voxel s

■ MIT M67 neutron beam source used

■ 106 neutrons and 106 photons
simulated (in separate runs)

■ Thermal neutron, fast neutron ,
boron, and incident and induced
photon doses tallie d

■ Problems run on a 1 .8 GHz Pentium
4 computer with 256 MB RAM

Bone

Density

A i r ~
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Neutron Run Calculation Time s
Table 1 . Calculation times in minutes per million neutron hi stories for

different combinations of geometric representation and tally technique
using the 3 versions of MCNP . Calculations using the speed tally
used separate, patched executables rather than the standard versions
of MCNP4B and MCNP5 .

Geometry

Cell

Cell

Cell

Lattice

Lattice

Lattic e

Lattice

Tally

F4

Mesh

None

F4

Mesh

Speed Tally

None

MCNP4B

12 . 0

8 . 7

6913

9 . 7

6.7

MCNP5

15 .0

16 .1

10 . 9

7483

15 .4

13 .0

9 .9

MCNPX

36 .3

21 .8

16 .9

10 .6

*The current version of MCNPX has a bug that causes it to crash when using more th an 2 mesh tallies for dose .
Three dose tallies are required for these neutron problems , preventing the use of MCNPX .
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Photon Run Calculation Times
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Table 2 . Calculation times in minutes per million photon hi stories for
different combinations of geometric representation and tally technique
using the 3 versions of MCNP. Calculations using the speed tally
used separate, patched executables rather than the standard versions of
MCNP4B and MCNP5 .

Geometry

Cel l

Cell

Cell

Lattice

Lattice

Tally

F4

Mesh

None

F4

Mesh

Speed Tally

None

MCNP4B

5 .2

MCNP5

5 .0

5 .3

M CNPX

17 . 4

16 . 6

Lattice

Lattice

4 .5

1230

2 .7

2 .2

4 .3

1140

3 .7

3 .2

2 .5
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Effect of Geometry Definition and Tall y Technique
on Computation Tim + Photon Runs)Time (Neutron
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Speed TallY Patch for MCNP4B & MCNPS

■ The
been
1997

speed tally patch for MCNP4B has
used clinically at Harvard-MIT since
and is available with NCTP1an as well

as from LANL

■ The speed tally patch has recently been
incorporated into the MCNP5 code base and
is in a new patch available on the MCNP
home page at

http ://laws .lanl .gov/x5/MCNP/resources .htm l

Harvard - MIT NCT Program
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Voxel Size Timing Study
■ Objective : to determine the computational cost of increasing the

spatial resolution of the geometry and dose by reducing voxel
size

■ Models constructed by the MiMMC (Multi-Modal Monte Carlo)
Planning System (see poster CP3 )

■ Outer dimensions of voxel models fixed at 210 x 210 x 250 mm
■ Voxel size varied from 2 mm to 10 mm in roughly 1 mm

increment s
■ 106 neutrons and 106 photons were run for each model usin g

MCNP5 with the speed tally patch
■ MIT M67 neutron beam source used
■ Total time for calculation, initialization time (cpo), and transpor t

time (total time minus initialization time, which is essentially
the time spent transporting particles) were recorded

■ Problems run on a 3 .2 GHz Pentium 4 computer with 508 M B
RAM

Harvard - MIT NCT Program



Variable Size Voxel Models
Decreas ing voxe l s i ze
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RMS
Voxel

S ize (mm) 2 .0 3 .0 4 .0 5 .1 6 .0 6 .9 7 . 9 9 . 2

Number
of Voxels 1378125 395163 176967 82369 50225 33635 22599 14283

OX (mm ) 2 .0 3 .043 3 . 962 5 .122 6 .000 6 .774 7 .778 9 . 130

AY (mm ) 2 .0 3 .043 3 .962 5 .122 6 .000 6 .774 7 .778 9 . 130

AZ (mm ) 2 .0 3 .012 3 .968 5.102 6 .098 7 .143 8 .065 9 . 259

Total volume of voxel model constant : 210 mm x 210 mm x 250 mm
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Effect of Voxel Size on Calculation Time--Photon Run
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Effect of Voxel Size on Calculation Time --Neutron Run
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Effect of Voxel Size on Transport Time`
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Initialization Time
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The part of the problem initialization time that is independent of
tallies is small and varies linearly with the number of voxels

Initialization time due to tallies is proportional to the square of
the number of voxels and can be extremely long E h I
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Conclusions

it

Detailed results are problem dependent, but several general conclusions
may be drawn :

■ Tallies and their initialization time have a profound impact on th e

representation, tally technique, and
slow (>8000 min/million sourc e

■ Judicious selection of geometric representation, tally technique, and
code version provides good computational speed (12-16 min for 1
million neutron and 1 million photon histories on a somewhat dated 1 . 8
GHz PC )

speed of voxel model calculation s
■ Some combinations of geometri c

code version are prohibitively
neutrons and photons)

■ Decreasing the voxel size does not dramatically affect the transpor t
time; reducing the voxel size from 10 mm to 3 mm increases th e
transport time by factors of 2 .0 for neutrons and 2 .7 for photons

■ Problem initialization time, however, dramatically increases for
smaller voxels, probably because of the large number of volume s
tallied . Transport time and initialization time are approximately equa l
for the 4 mm voxel model for 106 histories . Significant improvements
in the initialization time should be possible .
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