LA-13709-M UC abc

Manual and
ucC 700

Issued: March 2000

MCNP"™_A General Monte Carlo
N—Particle Transport Code

Version 4C

Judith F. Briesmeister, Editor

18 December 2000



An Affirmative Action/Equal Opportunity Employer

DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States
Government. Neither the United States Government nor any agency thereof, nor any of their
employees, makes any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned
rights. Reference herein to any specific commercial product, process, or service by trade name,
trademark, manufacturer, or otherwise, does not necessarily constitute or imply its
endorsement, recommendation, or favoring by the United States Government or any agency
thereof. The views and opinions of authors expressed herein do not necessarily state or reflect
those of the United States government or any agency thereof.

18 December 2000



FOREWORD

This manual is a practical guide for the use of our general-purpose Monte Carlo code MCNP. The
first chapter is a primer for the novice user. The second chapter describes the mathematics, data,
physics, and Monte Carlo simulation found in MCNP. This discussion is not meant to be
exhaustive---details of the particular techniques and of the Monte Carlo method itself will have to
be found elsewhere. The third chapter shows the user how to prepare input for the code. The fourth
chapter contains several examples, and the fifth chapter explains the output. The appendices show
how to use MCNP on various computer systems and also give details about some of the code
internals.

The Monte Carlo method emerged from work done at Los Alamos duringWorld War Il. The
invention is generally attributed to Fermi,von Neumann, Ulam, Metropolis, and Richtmyer. MCNP
is the successor to their work and represents over 450 person-years of development.

Neither the code nor the manual is static. The code is changed as the need arises and the manual
is changed to reflect the latest version of the code. This particular manual refers to Version 4C.

MCNP and this manual are the product of the combined effort of many people in the Diagnostics
Applications Group (X-5) in the Applied Physics Division (X Division) at the Los Alamos National
Laboratory.

The code and manual can be obtained from the Radiation Safety InformationComputational Center
(RSICC), P. O. Box 2008, Oak Ridge, TN, 37831-6362

J. F. Briesmeister
Editor

505-667-7277

email: mcnp@lanl.gov

18 December 2000 iii



COPYRIGHT NOTICE FOR MCNP VERSION 4C

Unless otherwise indicated, this information has been authored by anemployee or employees of the
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MCNP-A General Monte Carlo N—Particle Transport Code
Version 4C

Diagnostics Applications Group
Los Alamos National Laboratory

ABSTRACT

MCNP is a general-purpogdonte Carlo N—Particle code that can be used for neutron, photon,
electron, or coupled neutron/photon/electron transport, including the capability to calculate
eigenvalues for critical systems. The code treats an arbitrary three-dimensional configuration of
materials in geometric cells bounded by first- and second-degree surfaces and fourth-degree
elliptical tori.

Pointwise cross-section data are used. For neutrons, all reactions given in a particular cross-section
evaluation (such as ENDF/B-VI) are accounted for. Thermal neutrons are described by both the
free gas and &(B) models. For photons, the code takes account of incoherent and coherent
scattering, the possibility of fluorescent emission after photoelectric absorption, absorption in pair
production with local emission of annihilation radiation, and bremsstrahlung. A continuous-
slowing-down model is used for electron transport that includes positrons, k x-rays, and
bremsstrahlung but does not include external or self-induced fields.

Important standard features that make MCNP very versatile and easy to use include a powerful
general source, criticality source, and surface source; both geometry and output tally plotters; a rich
collection of variance reduction techniques; a flexible tally structure; and an extensive collection
of cross-section data.
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CHAPTER 1
MCNP AND THE MONTE CARLO METHOD

CHAPTER 1

PRIMER

WHAT IS COVERED IN CHAPTER 1

Brief explanation of the Monte Carlo method.

Summary of MCNP features.

Introduction to geometry.

Description of MCNP data input illustrated by a sample problem.
How to run MCNP.

Tips on problem setup.

Chapter 1 will enable the novice to start using MCNP, assuming very little knowledge of the Monte
Carlo method and no experience with MCNP. The primer begins with a short discussion of the
Monte Carlo method. Five features of MCNP are introduced: (1) nuclear data and reactions, (2)
source specifications, (3) tallies and output, (4) estimation of errors, and (5) variance reduction.
The third section explains MCNP geometry setup, including the concept of cells and surfaces. A
general description of an input deck is followed by a sample problem and a detailed description of
the input cards used in the sample problem. Section V tells how to run MCNP, VI lists tips for
setting up correct problems and running them efficiently, and VIl is the references for Chapter 1.
The word “card” is used throughout this document to describe a single line of input up to 80
characters.

.  MCNP AND THE MONTE CARLO METHOD

MCNP is a general-purpose, continuous-energy, generalized-geometry, time-dependent, coupled
neutron/photon/electron Monte Carlo transport code. It can be used in several transport modes:
neutron only, photon only, electron only, combined neutron/photon transport where the photons are
produced by neutron interactions, neutron/photon/electron, photon/electron, or electron/photon.
The neutron energy regime is fron VeV to 20 MeV, and the photon and electron energy
regimes are from 1 keV to 1000 MeV. The capability to calculate keff eigenvalues for fissile
systems is also a standard feature.

The user creates an input file that is subsequently read by MCNP. This file contains information
about the problem in areas such as:

the geometry specification,

the description of materials and selection of cross-section evaluations,the location and
characteristics of the neutron, photon, or electron source,

the type of answers or tallies desired, and

any variance reduction techniques used to improve efficiency.
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CHAPTER 1
MCNP AND THE MONTE CARLO METHOD

Each area will be discussed in the primer by use of a sample problem. Remember five “rules” when
running a Monte Carlo calculation. They will be more meaningful as you read this manual and
gain experience with MCNP, but no matter how sophisticated a user you may become, never forget
the following five points:

Define and sample the geometry and source well;
You cannot recover lost information;
Question the stability and reliability of results;

PN PR

Be conservative and cautious with variance reduction biasing; and
5. The number of histories run is not indicative of the quality of the answer.

The following sections compare Monte Carlo and deterministic methods and provide a simple
description of the Monte Carlo method.

A. Monte Carlo Method vs Deterministic Method

Monte Carlo methods are very different from deterministic transport methods. Deterministic
methods, the most common of which is the discrete ordinates method, solve the transport equation
for the average particle behavior. By contrast, Monte Carlo does not solve an explicit equation, but
rather obtains answers by simulating individual particles and recording some aspects (tallies) of
their average behavior. The average behavior of particles in the physical system is then inferred
(using the central limit theorem) from the average behavior of the simulated particles. Not only are
Monte Carlo and deterministic methods very different ways of solving a problem, even what
constitutes a solution is different. Deterministic methods typically give fairly complete information
(for example, flux) throughout the phase space of the problem. Monte Carlo supplies information
only about specific tallies requested by the user.

When Monte Carlo and discrete ordinates methods are compared, it is often said that Monte Carlo
solves the integral transport equation, whereas discrete ordinates solves the integro-differential
transport equation. Two things are misleading about this statement. First, the integral and integro-
differential transport equations are two different forms of the same equation; if one is solved, the
other is solved. Second, Monte Carlo “solves” a transport problem by simulating particle histories
rather than by solving an equation. No transport equation need ever be written to solve a transport
problem by Monte Carlo. Nonetheless, one can derive an equation that describes the probability
density of particles in phase space; this equation turns out to be the same as the integral transport
equation.

Without deriving the integral transport equation, it is instructive to investigate why the discrete
ordinates method is associated with the integro-differential equation and Monte Carlo with the
integral equation. The discrete ordinates method visualizes the phase space to be divided into many
small boxes, and the particles move from one box to another. In the limit as the boxes get
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CHAPTER 1
MCNP AND THE MONTE CARLO METHOD

progressively smaller, particles moving from box to box take a differential amount of time to move

a differential distance in space. In the limit this approaches the integro-differential transport
equation, which has derivatives in space and time. By contrast, Monte Carlo transports particles
between events (for example, collisions) that are separated in space and time. Neither differential
space nor time are inherent parameters of Monte Carlo transport. The integral equation does not
have time or space derivatives.

Monte Carlo is well suited to solving complicated three-dimensional, time-dependent problems.
Because the Monte Carlo method does not use phase space boxes, there are no averaging
approximations required in space, energy, and time. This is especially important in allowing
detailed representation of all aspects of physical data.

B. The Monte Carlo Method

Monte Carlo can be used to duplicate theoretically a statistical process (such as the interaction of
nuclear particles with materials) and is particularly useful for complex problems that cannot be
modeled by computer codes that use deterministic methods. The individual probabilistic events
that comprise a process are simulated sequentially. The probability distributions governing these
events are statistically sampled to describe the total phenomenon. In general, the simulation is
performed on a digital computer because the number of trials necessary to adequately describe the
phenomenon is usually quite large. The statistical sampling process is based on the selection of
random numbers—analogous to throwing dice in a gambling casino—hence the name “Monte
Carlo.” In particle transport, the Monte Carlo technique is pre-eminently realistic (a theoretical
experiment). It consists of actually following each of many particles from a source throughout its
life to its death in some terminal category (absorption, escape, etc.). Probability distributions are
randomly sampled using transport data to determine the outcome at each step of its life.

- —» 6
Event Log i

1. Neutron scatter 3 /
Phot on Production
2. Fission 2 4
Phot on Producti on
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INTRODUCTION TO MCNP FEATURES

Figure 1.1 represents the random history of a neutron incident on a slab of material that can
undergo fission. Numbers between 0 and 1 are selected randomly to determine what (if any) and
where interaction takes place, based on the rules (physics) and probabilities (transport data)
governing the processes and materials involved. In this particular example, a neutron collision
occurs at event 1. The neutron is scattered in the direction shown, which is selected randomly from
the physical scattering distribution. A photon is also produced and is temporarily stored, or banked,
for later analysis. At event 2, fission occurs, resulting in the termination of the incoming neutron
and the birth of two outgoing neutrons and one photon. One neutron and the photon are banked for
later analysis. The first fission neutron is captured at event 3 and terminated. The banked neutron
is now retrieved and, by random sampling, leaks out of the slab at event 4. The fission-produced
photon has a collision at event 5 and leaks out at event 6. The remaining photon generated at
event 1 is now followed with a capture at event 7. Note that MCNP retrieves banked particles such
that the last particle stored in the bank is the first particle taken out.

This neutron history is now complete. As more and more such histories are followed, the neutron
and photon distributions become better known. The quantities of interest (whatever the user
requests) are tallied, along with estimates of the statistical precision (uncertainty) of the results.

[I. INTRODUCTION TO MCNP FEATURES

Various features, concepts, and capabilities of MCNP are summarized in this section. More detail
concerning each topic is available in later chapters or appendices.

A. Nuclear Data and Reactions

MCNP uses continuous-energy nuclear and atomic data libraries. The primary sources of nuclear
data are evaluations from the Evaluated Nuclear Data File (EN&B}em, the Evaluated Nuclear

Data Library (ENDL? and the Activation Library (ACTI?)compiIations from Livermore, and
evaluations from the Applied Nuclear Science (T-2) Gfo@ﬁat Los Alamos. Evaluated data are
processed into a format appropriate for MCNP by codes such as NO@Yprocessed nuclear

data libraries retain as much detail from the original evaluations as is feasible to faithfully
reproduce the evaluator’s intent.

Nuclear data tables exist for neutron interactions, neutron-induced photons, photon interactions,
neutron dosimetry or activation, and thermal particle scatt&jag). Photon and electron data

are atomic rather than nuclear in nature. Each data table available to MCNP is listed on a directory
file, XSDIR. Users may select specific data tables through unique identifiers for each table, called
ZAIDs. These identifiers generally contain the atomic number Z, mass number A, and library
specifier ID.
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Over 500 neutron interaction tables are available for approximately 100 different isotopes and
elements. Multiple tables for a single isotope are provided primarily because data have been
derived from different evaluations, but also because of different temperature regimes and different
processing tolerances. More neutron interaction tables are constantly being added as new and
revised evaluations become available. Neuiratuced photon production data are given as part

of the neutron interaction tables when such data are included in the evaluations.

Photon interaction tables exist for all elements from Z = 1 through Z = 94. The data in the photon
interaction tables allow MCNP to account for coherent and incoherent scattering, photoelectric
absorption with the possibility of fluorescent emission, and pair production. Scattering angular
distributions are modified by atomic form factors and incoherent scattering functions.

Cross sections for nearly 2000 dosimetry or activation reactions involving over 400 target nuclei in
ground and excited states are part of the MCNP data package. These cross sections can be used as
energy-dependent response functions in MCNP to determine reaction rates but cannot be used as
transport cross sections.

Thermal data tables are appropriate for use witl8ipe) scattering treatmentin MCNP. The data
include chemical (molecular) binding and crystalline effects that become important as the
neutron’s energy becomes sufficiently low. Data at various temperatures are available for light and
heavy water, beryllium metal, beryllium oxide, benzene, graphite, polyethylene, and zirconium and
hydrogen in zirconium hydride.

B. Source Specification

MCNP'’s generalized user-input source capability allows the user to specify a wide variety of
source conditions without having to make a code modification. Independent probability
distributions may be specified for the source variables of energy, time, position, and direction, and
for other parameters such as starting cell(s) or surface(s). Information about the geometrical extent
of the source can also be given. In addition, source variables may depend on other source variables
(for example, energy as a function of angle) thus extending the built-in source capabilities of the
code. The user can bias all input distributions.

In addition to input probability distributions for source variables, certain built-in functions are
available. These include various analytic functions for fission and fusion energy spectra such as
Watt, Maxwellian, and Gaussian spectra; Gaussian for time; and isotropic, cosine, and
monodirectional for direction. Biasing may also be accomplished by speciairbfuitictions.

A surface source allows patrticles crossing a surface in one problem to be used as the source for a

subsequent problem. The decoupling of a calculation into several parts allows detailed design or
analysis of certain geometrical regions without having to rerun the entire problem from the
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beginning each time. The surface source has a fission volume source option that starts particles
from fission sites where they were written in a previous run.

MCNP provides the user three methods to define an initial criticality source to esigéte
ratio of neutrons produced in successive generations in fissile systems.

C. Tallies and Output

The user can instruct MCNP to make various tallies related to particle current, particle flux, and
energy deposition. MCNP tallies are normalized to be per starting particle except for a few special
cases with criticality sources. Currents can be tallied as a function of direction across any set of
surfaces, surface segments, or sum of surfaces in the problem. Charge can be tallied for electrons
and positrons. Fluxes across any set of surfaces, surface segments, sum of surfaces, and in cells,
cell segments, or sum of cells are also available. Similarly, the fluxes at designated detectors (points
or rings) are standard tallies. Heating and fission tallies give the energy deposition in specified
cells. A pulse height tally provides the energy distribution of pulses created in a detector by
radiation. In addition, particles may be flagged when they cross specified surfaces or enter
designated cells, and the contributions of these flagged particles to the tallies are listed separately.
Tallies such as the number of fissions, the number of absorptions, the total helium production, or
any product of the flux times the approximately 100 standard ENDF reactions plus several
nonstandard ones may be calculated with any of the MCNP tallies. In fact, any quantity of the form

C = [9(E)f(E)E

can be tallied, wherg(E) is the energy-dependent fluencef(@nd any product or summation

of the quantities in the cross-section libraries or a response function provided by the user. The
tallies may also be reduced by line-of-sight attenuation. Tallies may be made for segments of cells
and surfaces without having to build the desired segments into the actual problem geometry. All
tallies are functions of time and energy as specified by the user and are normalized to be per starting
particle.

In addition to the tally information, the output file contains tables of standard summary information

to give the user a better idea of how the problem ran. This information can give insight into the
physics of the problem and the adequacy of the Monte Carlo simulation. If errors occur during the
running of a problem, detailed diagnostic prints for debugging are given. Printed with each tally is
also its statistical relative error corresponding to one standard deviation. Following the tally is a
detailed analysis to aid in determining confidence in the results. Ten pass/no pass checks are made
for the user-selectable tally fluctuation chart (TFC) bin of each tally. The quality of the confidence
interval still cannot be guaranteed because portions of the problem phase space possibly still have
not been sampled. Tally fluctuation charts, described in the following section, are also
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automatically printed to show how a tally mean, error, variance of the variance, and slope of the
largest history scores fluctuate as a function of the number of histories run.

Tally results can be displayed graphically, either while the code is running or in a separate
postprocessing mode.

D. Estimation of Monte Carlo Errors

MCNP tallies are normalized to be per starting particle and are printed in the output accompanied
by a second numb&, which is the estimated relative error defined to be one estimated standard
deviation of the mea®x divided by the estimated mgan . In MCNP, the quantities required for
this error estimatethe tally and its second momerdre computed after each complete Monte
Carlo history, which accounts for the fact that the various contributions to a tally from the same
history are correlated. For a well-behaved ta&lyyill be proportional td/ /N when is the

number of histories. Thus, to hali® we must increase the total number of histories fourfold. For

a poorly behaved tallyg may increase as the number of histories increases.

The estimated relative error can be used to form confidence intervals about the estimated mean,
allowing one to make a statement about what the true result is. The Central Limit Theorem states
that ad\ approaches infinity there is a 68% chance that the true result will be in the range
X(1+R) and a95% chance in the rang€l £ 2R) It is extremely important to note that these
confidence statements refer only to piecision of the Monte Carlo calculation itself and not to
theaccumacy of the result compared to the true physical vélugtatement regarding accuracy
requires a detailed analysis of the uncertainties in the physical data, modeling, sampling
techniques, and approximations, etc., used in a calculation.

The guidelines for interpreting the quality of the confidence interval for various valResref
listed in Table 1.1.

TABLE 1.1:
Guidelines for Interpreting the Relative Error R’
Range of R Quality of the &lly
0.5t0 1.0 Not meaningful
0.2t0 0.5 Factor of a few
0.1t0 0.2 Questionable
<0.10 Generally reliable
<0.05 Generally reliable for point detectors

*R = §/X and represents the estimated relative error at thiexlei.
These interpretations & assume that all portions of the problem phase
space are being sampled well by the Monte Carlo process.
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For all tallies except next-event estimators, hereafter referred to as point detector tallies, the
guantityR should be less than 0.10 to produce generally reliable confidence intervals. Point
detector results tend to have larger third and fourth moments of the individual tally distributions,
so a smaller value d®, < 0.05, is required to produce generally reliable confidence intervals. The
estimated uncertainty in the Monte Carlo result must be presented with the tally so that all are
aware of the estimated precision of the results.

Keep in mind the footnote to Table 1.1. For example, if an important but highly unlikely particle
path in phase space has not been sampled in a problem, the Monte Carlo results will not have the
correct expected values and the confidence interval statements may not be correct. The user can
guard against this situation by setting up the problem so as not to exclude any regions of phase
space and by trying to sample all regions of the problem adequately.

Despite one’s best effort, an important path may not be sampled often enough, causing confidence
interval statements to be incorrect. To try to inform the user about this behavior, MCNP calculates
a figure of meri(FOM) for one tally bin of each tally as a function of the number of histories and
prints the results in the tally fluctuation charts at the end of the outpuEQMes defined as

FOM = 1/(R°T)

whereT is the computer time in minutes. The more efficient a Monte Carlo calculation is, the larger
the FOM will be because less computer time is required to reach a given v&tue of

The FOM should be approximately constantM#ncreases becau$® is proportional tal/N and

T is proportional tdN. Always examine the tally fluctuation charts to be sure that the tally appears
well behaved, as evidenced by a fairly constant F@N\harp decrease in tiOM indicates that

a seldom-sampled particle path has significantly affected the tally result and relative error estimate.
In this case, the confidence intervals may not be correct for the fraction of the time that statistical
theory would indicate. Examine the problem to determine what path is causing the large scores and
try to redefine the problem to sample that path much more frequently.

After each tally, an analysis is done and additional useful information is printed about the TFC tally
bin result. The nonzero scoring efficiency, the zero and nonzero score components of the relative
error, the number and magnitude of negative history scores, if any, and the effect on the result if the
largest observed history score in the TFC were to occur again on the very next history are given. A
table just before the TFCs summarizes the results of these checks for all tallies in the problem. Ten
statistical checks are made and summarized in table 160 after each tally, with a pass yes/no
criterion. The empirical history score probability density function (PDF) for the TFC bin of each
tally is calculated and displayed in printed plots.
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The TFCs at the end of the problem include the variance of the variance (an estimate of the error
of the relative error), and the slope (the estimated exponent of the PDF large score behavior) as a
function of the number of particles started.

Allthis information provides the user with statistical information to aid in forming valid confidence
intervals for Monte Carlo results. There is no GUARANTEE, however. The possibility always
exists that some as yet unsampled portion of the problem may change the confidence interval if
more histories were calculated. Chapter 2 contains more information about estimation of Monte
Carlo precision.

E. Variance Reduction

As noted in the previous sectidR (the estimated relative error) is proportional i’ /N , Where
N is the number of histories. For a given MCNP run, the computerTicansumed is proportional
toN. Thus R = C/./T , whereCis a positive constant. There are two ways to redi¢a)
increasel and/or (2) decrease. Computer budgets often limit the utility of the first approach. For
example, if it has taken 2 hours to obt&n0.10, then 200 hours will be required to obt&n0.01.
For this reason MCNP has special variance reduction techniques for decit€afvlagiance is the
square of the standard deviation.) The consadépends on the tally choice and/or the sampling
choices.

1. Tally Choice

As an example of the tally choice, note that the fluence in a cell can be estimated either by a
collision estimate or a track length estimate. The collision estimate is obtained by thlkying
(X=macroscopic total cross section) at each collision in the cell and the track length estimate is
obtained by tallying the distance the particle moves while inside the cell. Note thagets very

small, very few particles collide but give enormous tallies when they do, a high variance situation
(see page 2-109). In contrast, the track length estimate gets a tally from every particle that enters
the cell. For this reason MCNP has track length tallies as standard tallies, whereas the collision
tally is not standard in MCNP, except for estimatigg k

2. Nonanalog Monte Carlo

Explaining how sampling affect requires understanding of the nonanalog Monte Carlo model.

The simplest Monte Carlo model for particle transport problems is the analog model that uses the
natural probabilities that various events occur (for example, collision, fission, capture, etc.).
Particles are followed from event to event by a computer, and the next event is always sampled
(using the random number generator) from a number of possible next events according to the
natural event probabilities. This is called Hmalog Monte Carlo model because it is directly
analogous to the naturally occurring transport.
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The analog Monte Carlo model works well when a significant fraction of the particles contribute
to the tally estimate and can be compared to detecting a significant fraction of the particles in the
physical situation. There are many cases for which the fraction of particles detected is very small,
less tharL0®. For these problems analog Monte Carlo fails because few, if any, of the particles
tally, and the statistical uncertainty in the answer is unacceptable.

Although the analog Monte Carlo model is the simplest conceptual probability model, there are
other probability models for particle transport. They estimate the same average value as the analog
Monte Carlo model, while often making the variance (uncertainty) of the estimate much smaller
than the variance for the analog estimate. Practically, this means that problems that would be
impossible to solve in days of computer time can be solved in minutes of computer time.

A nonanalog Monte Carlo model attempts to follow “interesting” particles more often than
“uninteresting” ones. An “interesting” particle